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Lies, Damn Lies and Statistics

* Cynics sarcastically say that you can prove anything with statistics. Others argue that you can't do anything
with statistics. Some remind us that Statistics is a way of lying.

An example:
* The vast majority of Greeks have a higher than average number of lower limbs.

* Indeed: There are 500 of our compatriots who have no lower limbs (amputations, etc.) Two and a half
thousand have one leg. The rest (10 997 000) have two legs.

* Average lower limbs of Greeks = 500x0+2.500x1+10.997.000x2 / 11.000.000 = 1,999682.
e The vast majority of Greeks have 2 legs, 2>1.999682

M. Manolopoulos
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http://users.sch.gr/mmanol/DRASTIRIOTITES/OmiliaSt.pdf

The Importance of Good Statistical
Knowledge

e \Why Statistics is more important than mathematics

* Why psychology students hate statistics:

 Breaking News - Psychology Students Hate Statistics!
e ...and why vou should not be afraid of it!
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https://www.ted.com/talks/arthur_benjamin_teach_statistics_before_calculus?autoplay=true&muted=true
https://youtu.be/nQ_5ta7_jyE
https://youtu.be/nQ_5ta7_jyE

Variables and their measurement

* Variable: Any quantity/property/attribute that can take variable
values.

* Any event or characteristic of phenomena, objects or organisms that
can be changed and measured.
* Different ways of categorising variables

e Quantitative - Qualitative
e Continuous - Discretre
* Independent - Dependent

* Importance of the measuring instrument
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Independent and Dependent Variables

Independent Variable Dependent Variable
The variable that the (Dependent Variable)
researcher changes in The variable affected by the
order to determine the changes the researcher
effect of the change on makes to the independent
another variable. In a variable. In a cause-effect
cause-and-effect relationship, the dependent
relationship, the variable plays the role of the
iIndependent variable outcome

plays the role of cause
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IV or DV, depending on the type of
problem under consideration.

Independent Dependent
Variable Variable
Student attitude Student's
towards >~ performance at
school school
Independent Dependent
Variable Variable
Educational Student attitude
level of parents towards school
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4 levels of measurement

B NON-PARAMETRIC
- No Distribution
— Assumptions

e Categorical or Nominal \@iables

* Ordinal variables

\ 4

[

PARAMETERS -
e Equal interval variables . Rl
e Ratio variables
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Test - Examples

The state of health of a patient (very serious, serious, moderate, normal)

The level of education (primary, secondary, tertiary, etc.)

The degree of one's satisfaction with a product (very much / much / a little / not at all)
Nationality (Greek, French, German, Finnish, French, Korean)

The finish time in a marathon race.

Age > RATIO

{ Age group (10-15, 15-20, 20-25, ...) > ORDINAL

The evaluation system for the university's courses (inadequate = 1, moderate = 2, good =
3, very good =4, excellent = 5)
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Measurement of dependent variable

Ideally:
* Objective
* Quantitative

»Common ways of measuring reactions:
o Reaction accuracy

o Delay or reaction time: the time between the presentation of a stimulus
and the beginning of the execution of a reaction

o Reaction rate: time necessary to complete a reaction
o Frequency of reaction: how many times in a given period of time
o Reaction intensity
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Types of Hypotheses

Declarative Hypothesis - H1 Null hypothesis - HO
(Directional Hypothesis)

The researcher makes a prediction This hypothesis indicates
of the result he expects to find in the absence of an effect or
the survey, according to the an association between the
theoretical background variables
Examples:
eThere is a positive association between Example:
students’ attitudes towards school and their
performance There is no association between
e Children with medium anxiety compared to students’ attitudes towar ds school
children with low or high anxiety have the and their performance

highest performance in written tests
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Useful Resources

* A brief introduction - a reminder of important methodological and
statistical points

* http://www.jolley-
mitchell.com/Appendix/Introduction%20to%20Statistics.pdf

e Useful resources:
* https://edge.sagepub.com/field5e
 http://stackexchange.com/
* Youtube tutorials (e.g. Psychology Research Hub)
* Google searches...

Co-funded by :E,_E%I;IO%
the European Union [TEr————



http://www.jolley-mitchell.com/Appendix/Introduction to Statistics.pdf
http://www.jolley-mitchell.com/Appendix/Introduction to Statistics.pdf
https://edge.sagepub.com/field5e
http://stackexchange.com/
https://www.youtube.com/@psychologyresearchhub5961

Statistics

Sampling, Representativeness

Randomization
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Structure (Parts) of Psychological
Measurements - Noise Levels

1. "Actual score" of the quantity we want to measure
2. "Scores of other irrelevant quantities" intruding in our measurement

3. Systematic (non-accidental) bias
[Problem if it affects some participants more than others, e.g.

experimenter bias]

4. Random (non-systematic/occasional) error (e.g. fatigue, boredom,
ambiguity of questions, external distractions, noises) - eliminated by a

large number of participants

**\We want as much of 1 and as little of the rest = Critical role of sampling
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SAMPLING:
SAMPLE - POPULATION

* Nature of the problem determines the type of participants
* The ideal sample should be representative

* Sample: The subset selected from a larger set of individuals of the same
type (e.g. schizophrenia patients, schoolchildren, individuals with dyslexia,
etc.) to represent it for the purposes of the research

* Population: broadest set of individuals from which the sample is drawn

* A basic requirement in any sample-based research is that empirical findings should
only be %eneralised to populations that have the same characteristics as the sample
(external validity).

 Sample representativeness is determined by:

* Samplinh method / selection of included participants
e Sample size
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Qualitative methods

e Targeting wealth of information
* Intentional sampling
* Maximum Variance Sampling
* QOutlier sampling
» Average / typical case sampling
e Theoretical or conceptual sampling
* Homogeneous sampling
* Critical sampling
* Opportunistic sampling (after initiation of the study)
* Snowball sampling
* Confirmation/rejection sampling

» Sample/space size varies
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Sampling Types

Non-random sampling (without probability)
* Convenient sampling
* Snowball sampling

Random sampling (with probability)
* Simple random sampling

e Stratified sampling

* Multi-stage sampling

* Cluster sampling
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Random Sampling as Generalizability

* Random sampling contributes to representativeness, and thus to generalisability

* Every member of the population has the same chance of being included in the sample
* With this assumption we can statistically calculate the accuracy of the research sample

* The opposite is the biased sample, e.g. over-representation or under-representation (c.f. bias
error)
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Sampling and noise

* Random sampling error: sampling inevitably leads to a difference between our
measurement and the actual measurement of the population. It depends on
* The degree of precision of the sampling we wish to have in our generalisations
* The heterogeneity of the population

* The magnitude of the difference between the sample value and the population value that is
tolerable for the investigator

. Relati/on: error inversely proportional to the square root of the sample size, e.qg. % error = 4x
sample

* 'Bias error': Biased sample selection (systematic error, fixed direction).
Negligence/practical weakness of researcher.

* Related to circumvention of random - unbiased sampling. E.g. children's IQ and self-selection
* Increasing sample size primarily helps to reduce random error
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Bias error and sample size

* Example: the US presidential election, 1936. Literary Digest magazine.

* 10.000.000 voters

* Sample selection through the telephone directory and car registration
numbers

» Systematic error: Not everyone had a phone/car
* Non-representative sample: Differences in age, income, etc.
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The importance of randomization

* Measurement of a variable involves natural variation, e.g. repeated measurement of the
same variable in the same individual or measurement of the same variable in several
different individuals

* Statistics s (or o) = Standard deviation

e Score =True Score +error=TS + e

» e = Noise (Experimenter effects, Instrument measurement error, Variable definition error/validity,
Reliability problems)

* What we are interested in experimentally is whether our experimental manipulation
causes a variation around the mean that is statistically more significant than this natural
variation.

 Randomization separates the TS from the e

* Because e is random, the independent variable has an individual effect on the variance of the TS
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10 Factors That Play a Role in Determining
Sample Size

* 1) Number of subgroups of the population to be compared
* If we move on to further group comparisons, e.g. gender, socio-economic
status
 Alternative approach: keeping these factors constant
* pairwise equation (matching)
¢ repeated measurements

e 2) *The size of the population*
* Numerically small population can be represented by a smaller sample

e But influence limited, required sample size does not increase
proportionally to population size, but gradually, and up to a point
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10 Factors That Play a Role in Determining
Sample Size

 3) Population heterogeneity with respect to the variable under study
* The greater the heterogeneity, the larger the sample we need

 Alternative approach: limiting the scope of the population/population
of interest
 E.g.1Q50-200vs. 100 - 120, left-handed vs. right-handed
s*Sample size depends not only on population size, but on how different the

members are from each other
* 4) Are mediating factors controlled for?

* The more the 3" intervening factors, the greater the
heterogeneity/dispersion of the population
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10 Factors That Play a Role in Determining
Sample Size

* 5) Desired degree of accuracy in our estimates (confidence intervals)

* The narrower the desired range of the confidence interval (higher
precision) [confidence level], the larger the sample required

* 6) Size of expected differences

* The smaller the expected differences, the larger the sample size necessary to
avoid being inconclusive, however small

* 7) How "novel" is the result of our research expected to be?
* Previous research, theories vs. innovation
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10 Factors That Play a Role in Determining
Sample Size

* 8) The "leakage - loss" of participants
* E.g. longitudinal study. Sample as large as possible.
* Continuous representativeness check. Better 90% of a low initial sample
than 30% of a large sample
* 9) Number of information we get from each participant

* The less information - measurements, the more the sample.
e E.g. case study vs. questionnaires

* 10) Degree of data reliability

 The more accurate the measurements, the more "tidy" and controlled the
data collection and analysis process, the fewer the necessary participants
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Sample size calculation

* Approximate estimate:
* Sizes in similar studies by other researchers
* The more people willing/available
* Depending on the expected study costs

 Statistical methods for estimating the necessary sample (e.g. power analysis)

e ** Must be determined prior to conducting the survey, based on the desired degree of accuracy of the results,
and the maximum measurement error that would be tolerated

» ** Acceptable sampling error rate
(p<.05;p<.01;p<.001)

* Required size depends on:
» Type of research (e.g. psychophysiology vs. personality)
» Experimental design (e.g. independent samples vs. repeated measures)
* Number of independent variables and their levels
* Recommended 10-20% above minimum required size = losses (can also damage representativeness)
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ldeal Sample - General
Recommendations

* Size sufficient to avoid:
* Type | error: rejecting a null hypothesis when it is correct
* Type Il error: accepting a null hypothesis when it is false

* Pilot survey for pre-testing both the sampling procedure and the sampling result

1. Calculation of correlation indicators (correlation): 100 participants, not less than 50,
minimum 30 per variable

2. Comparison of means/standard deviations: 30-50 per group, minimum 15 per group
3. Comparison of percentages (e.g. control x? ): 10 (5) per facsimile - combined group

4. Sampling: fewer/more people for individual research questions (e.g. 350
guestionnaires)

5. Parametric (30* ) - Non-parametric (30 )
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3 Research objectives: reliability, validity,
generalisability

 Validity: Measuring what we were interested in measuring.

 Reliability: Re-executability by us or someone else

* Indicates the degree of stability of measurements/agreement between
repeated measurements under the same conditions.

* |tis expressed by a numerical value - index:
Reliability coefficient (0-1)
* Generalisability (external validity): Applicability beyond the specific
participants, under the specific circumstances

* +|mportance: I\/Ilssmg in the absence of all the above
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Structure (Parts) of Psychological
Measurements

1. "Actual score" of the quantity we want to measure
2. "Scores of other irrelevant quantities" intruding in our measurement

3. Systematic (non-accidental) bias
[Problem if it affects some participants more than others, e.g.
experimenter bias]

4. Random (non-systematic/occasional) error (e.g. fatigue, boredom,
ambiguity of questions, external distractions, noises) - eliminated by a
large number of participants

**We want as much of 1 and as little of the rest (2 - validity, 4 - reliability)
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Statistics

Types of research: Correlational, Experimental,
Observational methods
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Typical Quantitative Research Designs

* Experimental designs
* Comparison of interventions/practices or groups
* Interference in one or more groups, no interference in another group

* Correlational designs
 Cases of difficulty of intervention / classification of people in the groups we want
* Checking correlation (association or covariation) between variables

e Survey designs
» Description of trends in a population
e Sample
Questionnaire/scale
Attitudes, opinions, behaviours, characteristics

E.g. gallop
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Research methods

* Correlational
e Associations between variables

* Observation methods (Questionnaire, Interview, Observation, Focus Groups)
* No direct handling of variables
» Systematic/comprehensive recording of behaviours to get the best generalisability (trends)

e Quasi-experimental
* Intermediate solution to problems that prevent us from performing a (fully) experimental study

e Experimental
* Handling one or more variables
» Effective way of measuring them

v’ Causality
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Research Types I:
The Experimental Method

* Causality isolation, Direct variable handling, Random variable control

 Distribution of participants in experimental and control groups (e.g. Clinical
Psychology: placebo - no drug)

* Experimental designs
* Independent measurements design
(Between-groups design)

* 2 or more groups for each condition

* Each participant participates 1 time, in 1 of the conditions
* Within-subjects / Repeated measures design

* Each participant participates in all conditions
* Mixed designs
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Randomization

* Between-groups design
* Randomisation between experimental groups absolutely necessary

* Avoids allocating participants in a biased way, which can lead to systematic
differences

* Within-subjects design
* Randomization (or counterbalancing) of the order of participation in each
experimental condition

* One experimental condition can affect the next one/s!

> Randomization Table/Computer Randomization Generator/Excel
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Independent Measurements.

Between-groups Design
+ -

* Simplicity (e.g. Costly in terms of time, effort,
counterbalancing) number of subjects

* Avoiding the possibility of carry- Lack of sensitivity to

over effects experimental manipulations
(statistical reasons - statistical
power, noise, systematic

* Practical difficulties of each .
differences between groups,

participant’s participation in all
experimental conditions etc.)
C.f. Group equation
(matching)
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Repeated Measures. Within-Subjects Design

-+ -

* Economy - Carry-over effects from
participation in previous
conditions, systematic

e Sensitivity - less "noise" differentiation
v’ The ultimate equation v Fatigue, boredom, practice
ing)!
(matching)? » Randomization of the order

of conditions

- Counterbalancing - can be a
variable in statistical analysis
e.g. A-B, B-A

‘*Wherever possible, preferable
to comparing different groups!!

Independence between
belonging to each condition
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Experimental Design

e Experimental group VS control group

* 1 independent variable with 2 levels (presence - absence of experimental
manipulation)
* Frequently also covariate analysis

+*More complex experimental designs:
Multiple levels of independent variables

* Latin square designs

Multi-factorial designs
Multi-factorial designs with repeated measurements
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Multiple levels of independent variables

 Example: drug dosage.

* Important: Control of order effects

* Latin square. Counterbalancing: each possible set of conditions is shown only
once.

 Weighted Latin square (when we have an even number of conditions, e.g. A
before B more times than B before A)

0 2, 3 or more independent variables OK for correlation, difficult more than 3 for
experimental design
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Latin Square Designs (Latin Square Designs)

* Problem: They do not completely eradicate serial effects, e.g. A before B more
times than B before A

» Solution: weighted Latin Square design (when we have an even number of
conditions)

ABCD
BDAC
DCBA
CADB

With more independent variables, it can be calculated automatically:
http://www.edgarweb.org.uk/choosedesign.htm
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Multivariate Experimental Designs

e 2, 3 or more independent variables
e OK for correlation, difficult with more than 3 for experimental design

* Interactions of independent variables: More universal/generalizable
research

* Between subjects design: the number of necessary participants is greatly
increased

e E.g. Air traffic controllers
* Shifts: Morning, Noon, Evening
* Room temperature: Cold, warm
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Descriptive Statistics
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What is Statistics Used For?

* Exploratory Data Analysis (EDA) — Descriptive Statistics:
* Summary
* Finding patterns
* |dentifying potential causes and underlying structure (forming hypotheses)

* Confirmatory Statistics: Verification (or testing) of hypotheses
* Inferential Statistics: Checking if a hypothesis is justified based on our data
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Exploratory Data Analysis

* Pre-analysis Checks: Verification for potential errors/omissions before
starting statistical analysis

e Omissions/Errors — e.g., data copying to the computer

* Missing Data — we can estimate them based on the remaining data if we want
to avoid losses

e Outliers —if not the result of an error, they can undergo
mathematical transformation

* Descriptive Tables — graphs
* Checking for patterns
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EDA - Slogan

e It all started with a scientist/book:
e Tukey,JW. (1977) Exploratory data analysis Addison-Wesley

“Exploratory data analysis can
never be the whole story, but
nothing else can serve as the
foundation stone—as the first
step.”

“It is important to understand
what you CAN DO before you
learn to measure how WELL

vou seem to have DONE it.”
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A Research Example

* Language Comprehension Ability

* 3T elementary school grade, 50 students
* Language ability test

* Scale 1 -10 (1 = lowest, 10 = highest)

*5874610586/7/6759474458616753595104863615
7489636567586
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Descriptive Statistics: Numeric - Graphic
Methods

O Descriptive Statistics:
Summary presentation of the sample and values checking

© Numeric methods
» Measures of central tendency
» Measures of dispersion

o Graphic methods
» (e.g., frequency distribution)

» Selection based on the type of
variable to be presented
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Numeric Methods:
Mode

A central value to represent the sample.

 Mode: Observation with the highest frequency (typical score).

e Suitable for measurements with many repetitions (e.g., discrete data), even for
nominal scale data.

* Not influenced by extreme values.
 More than one mode possible? (bimodal — multimodal)

OEXAMPLE

010108@@2310610 () O
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058676759474458616753595
6157489636567586

3
3

6
7
8
9

u A W N

10

* Simple frequency count.
* Average the 2 values in case of tie in frequencies.
* Probability of a bi-modal / multi-modal distribution.
* Probability of no mode.
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Advantages / Disadvantages of Mode

Advantages Shows the most frequent value in the
distribution.
Unaffected by extreme values.
Can be calculated even with unknown

outliers.

Provides more information about the
distribution than the mean, when the
distribution has a U shape.

Disadvantages * Does not take into account the exact value of

each measurement.

« (Cannot be used to calculate population
parameters.

* Not useful with a small number of data
points with similar frequencies (e.g., 1, 1, 2,
3, 3, 4).

« (Cannot be accurately calculated when
dealing with grouped distributions (e.g., age
groups).

Co-funded by == 551'210%
the European Union - \

Partmership Agreement
2021-2027



Numeric Methods:
Median

1. Median .
The number in the middle of a series of a sample observations, after

arranging them in ascending or descending order, is the .
(n+1/2)" observation. If the total number of values is even, then it is the

average of the 2 middle observations.
* Not influenced by extreme values and non-normally distributed data.
e Suitable for ordinal/interval/continuous variables.

. Sensi’?ive to sampling fluctuations. Does not take into account all data points in the
sample.

“*EXAMPLE
v10813572310610
\/1233567810<1§)10
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Median

*'18 2521413 15 17 22 28
mm@mmn
1 2 3 4 6 7 8 9
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Median

1825214131517 22

17+18/2=17.5
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Median

1321174132117 2128
/"
R N O S O
7 7 7 9

25 45
1 2 3 4 6 7 8 9
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Median

1321174132117 212830

1 25 25 45 7 7 9 10
1 2 3 4 7 8 9 10
17+21/2=19
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Advantages/ Dlsadvantages for Median

Advantages

Disadvantages

Usually easier to compute than the mean (not
always).

Not affected by extreme values, better
for skewed distribution.

Can be calculated even with
unknown outlier values.

Does not consider the precise value of each
observation.

Cannot be used to calculate population
parameters.

If the distribution has few observations, 1t
may not represent them accurately
(e.g.2,5,8,67,110 > & = 8).
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Numeric Methods:
Mean

« Affected by extreme values / non-normal distributions.
 For ordinal/interval/continuous variables.

e Utilizes all values in the sample.

 Mathematically useful, insensitive to sampling fluctuations.

<+ EXAMPLE

v 97667 - 439910
v x=7
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Advantages/ Dlsadvantages for Mean

Advantages Easy to calculate.
Represents more accuratelly the

central value of the distribution than
other indicators.

Can be used to calculate population
parameters (parametric tests).

Disadvantages * Sensitive to the values in the distribution.
« Since it is calculated algebraically, its value
may not be part of the distribution's values.
* Very sensitive to outliers.
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Choosing Central Tendency Measurements

* Mean.
* Symmetric distribution
* Equal intervals / ratio scale
e Parametric analyses

e Median

* Asymmetric distribution — Outliers
* Ordinal scale
* Equal intervals / ratio scale

e Mode

* Fast assessment
* Nominal / ordinal scale
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Representativeness of the Mean

* The mean as a statistical model representing our data

* Representativeness evident from the homogeneity of the data, how
much individual values differ from the mean (x.-x)

* Model validity: What interests us is the dispersion (variability) of
values around the mean (x-x)

* Hence, the need for measures of dispersion
* Variance: > 3 (x.-x)?/ N-1_
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Numerical Methods - Measures of Dispersion

1. Variance {sz] Standard deviation [s].

Variance (Dispersion): The spread of values from
their mean. Influenced by outliers.

2. Range 52=Z(f‘ff so | S (7

. N -1
The dlff\:l ~ 1 |\.«E_L\—\.Neen the IQISCJLlalIIU Jllla”est
observation.

Influenced by outliers.

* Interquartile range
The difference between the third quartile (Q3,
representing the upper 25% of data) and the first

quartile (Q1, regresenting the lower 25% of data).
Not influenced by outliers.
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Advantages / Disadvantages of Range

Advantages * Easy to calculate.

* Includes the extreme values of the
distribution.

Disadvantages » Affected by extreme values.

* Does not provide information about the

dispersion of values between the extreme
values.
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Advantages / Disadvantages of Interquartile
Range

Advantages

Disadvantages

Not affected by outliers.

Relatively easy to compute.
Representative of the central values of
the distribution.

Is not influenced by outliers.

Does not allow precise interpretation of a
specific value in the distribution.
Inaccurate with data grouped with large
Intervals.

Does not describe population parameters
needed in inductive statistics.
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Advantages / Disadvantages of Standard
Deviation

Advantages

Disadvantages

Can be used to calculate population parameters
needed in inductive statistics.
Takes into account all observations.

The most sensitive measure of
dispersion.

Relatively complicated calculation
Extremely sensitive to outliers
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Choosing Dispersion Measures

e Qutliers?
 Avoid standard deviation

* Ordinal scale
* Interquartile range (and median)
* Mode / range, complimentarily

* Interval / ratio scale
e Standard deviation (and mean)
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Stanc
Distri

ard Deviation and the Shape of the

oution

 Sample Variance and Standard

Deviation indicate:
* The accuracy of the mean as a model representing
our data.
©« 97667 || 439910 SO x=7

* the shape of the distribution

Small standard deviation Large standard deviation

\/ \ /

B Nl

159 160 161 162 '{63

Maoan
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Measures of Central Tendency & Types of
Distributions

Small standard deviation Large sta d rd deviation d Normal DiStribution (a)
\/_ * As the sample size increases, it

// tends toward a normal distribution.
g * Mode, median, and mean coincide.

1‘27 158 15 l O |61 162 163

* Positive Skewness (B)

o Kurtosis — Broad / * Mode - Median > Mean.
Narrow o Negative Skewness (y):

* Mean > Median - Mode.
/ \
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https://www.youtube.com/watch?v=xpbYKaEbcPA
https://www.youtube.com/watch?v=xpbYKaEbcPA

Sample Distribution — Standard Error

* How well does our sample represent the population of interest?
* The average among various samples from the same population will

differ slightly. — — —
o Ik

How representative is the ‘ | I | I | | I I
mean of our sample? l || il il || il il || all

Standard error: The "standard |
deviation" among samples

Co-funded by
the European Union




Confidence Intervals (C.I.)

* Common Confidence Level in Psychology: 95%

o How confident are we about the upper and lower bounds that the mean of
any sample will fall within?

* In psychology, with a 95% confidence level:

0 95 out of 100 different samples we take will have their means between the
upper and lower confidence limits.

e TopCl.=M+2 *SE
e lowC.l.=M-2*SE
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Descriptive Statistics: Graphical Methods

dVarious graphical methods of representation

o (Measurement scale of data is considered in the
selection)

* Histogram

e Stem and leaf plot

Box plot
Bubble chart

Scatter plot

e Run chart
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Frequency Distribution / Bar Chart:

Nominal Data

Studies Frequency Relative Frequency
Accounting 73 28.9%

Finance 52 20.6

General management 36 14.2
Marketing/Sales 64 253

Other 24 11.1

Total c T 100

Pie chart

3 21%

70 4
60 -
50 +
40
30 4
20 4
10 -

Co-funded by
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All three convey the same
information

(based on the same data:
frequencies).

Simply different presentation.

Bar chart
64
52
36
28
1 2 3 4 5
= EXZINA
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Quantitative Data:
Frequency Distribution

* Pros of grouping: Better management for extensive
data, easier estimation

e Cons of grouping: Loss of information
* Decision on grouping range is subjective
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Histogram: Frewqguency Distribution —
Quantitative Data

4868

%3589— — l
3 — gl---7-tT-r-—-1ma-aT1-T-T
fiaaaa— | | | | | | | | | |
3 Bl-—-1-+-+- - —-l- -4 -+ -r
Fo | T N T T R
- E 41— -1 -+ - - 49-*-tT-r
E o I I D
= eoea - E IH-—-1- -+ =t -r
| T
EISBB— L L 2— - F
—g' |
E‘IBBB— - 1
: |
§5aa— T ﬂ' 1“20304"]5“50?uﬂum1m

Score NetMBA.com

o T
a 2a 48 ca 28 1@ i1z2@

v" How wide should the columns (bins) be?
v" Where should they start?
v’ Are the apparent structures real (especially double peaks - bimodality)?
o Choices on these matters can dramatically impact the apparent
interpreta T

o _ .

Co-funded by E/-EOEII;IO%
the European Union e

Partmership Agreement
2021-2027




Stem and Leaf Plots

* Data representation in a type of historgam
* 54565759636466686872727576818488106
* Tens on the stem and units on the leaf

* Advantage:
* Impression of the general structure of the data

* Includes all the data
e Can be used for comparing two groups of data

5 4679 Set A ol B
6 34688 . | ) | ______
7 2256 8765 | . 4679
8 148 732 | 6 134688
9 42 | 7 12256

6 I 8 1148
10 6 I 9 I

| 10 |6
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Box plot

* Reporting only the
mean can hide
important details
about the data
structure.

* Mean does not give
the full picture
regarding:

* Variance

* Symmetry

* Floor — ceiling effects
e QOutliers

Domestic

Box-and-Whisker Plot

20 25 30 35 40 45 S0
MPG Highway

Speed of Light Data

1000

800
|

G0o0
|

700
|
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THE 5 NUMBER SUMMARY

BOXplOtS Upper fence

Whiskers

largest obs inside the fence (4) / > k(q3'q 1)
usually k=1.5

k=3 = extreme

, \ outliers
Q3 (hinge)
Median (1) } Q3-Q1 (2)
[50% of values]
Q1 (hinge) )
» k(a3-q1)
smallest obs inside the fence (3) )
*
Outside observation (outlier) (5) Lower fence

Interquartile range describes the soread
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the European Union == :

Bisopn Avénrul En yia Oloug

Parmership Agreement
2021-2027




Scatter plot

* Graph illustrating the relationship between two

ratio variables. We are interested in

understanding how the two variables correlate.

* To examine this relationship, we create a
scatterplot, a diagram which plots one variable

against the other.
* The independent variable,

=

-~
S’

denoted as X, is usually placed 2 :(())
on the horizontal axis, while £ ..
the dependent variable, S ok
represented by Y, is positioned g

on the vertical axis.
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Scattg[i leot

earity and Directionality are two concepts of

interest
o ¢ RS
O o <
&
& © © &
Positive Linear Association Negative Linear Association
© O
&
O o
& o O
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Bubble chart

* The bubble chart can be used to represent four variables
simultaneously:

* X AXis
* Y Axis Bubble Chart for Horsepower
d BUbble Size SOF&E T T 4 Passengers
* Bubble Color > 451 ® {m
® _
= 40 ® =t
S | ® o ] E?
T* o 8o 18
EE 30 SO ]
= 253 .
20E e ;

1600 2100 2600 3100 3600 4100 4600
Weight
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Timeseries Data

e Observations taken at the same moment in time are
called cross-sectional data.

e Observations taken at successive time points are
referred to as time-series data.

* Time-series data are presented using line charts,
which plot the variable's value on the vertical axis in
relation to time periods on the horizontal axis.

1400

= e
o N
o ©
o ©

800

600

400

Income Tax ($Billions)

200

Ex. 2.10 US Income Tax (1987-2002)

- Visualization of total

e income tax in USA for

the years 1987

> 2 § § 2 2 2 3 8 28 5 8 3 8 2 2 1'07007
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Cycling Time Improvement

Run Chart — Graphical representation of a characteristic
measured over time.

100 ~
90 -
80 -
70 -
60 -
50 -
40 -
30 -
20 Change

10 -

Cycle Time (min.)
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Check List for Graphical Methods

* Does a graphical representation contribute to:
* Maximizing the understanding of a set of data?

Revealing the underlying structure of the data?

Extracting significant variables?

Detecting outliers and anomalies?

Checking underlying assumptions?

Developing economical (parsimonious) models?

* If yes, include it!

Co-funded by
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Elements of Good Representation

e Systematic organization for better understanding
* Semantic autonomy

 Accompanied by clear and supportive titles
(graph, table, axes, etc.)

* Pay attention to scale of measurement

Co-funded by ;J-E)%go%
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Presenting Descriptive Statistics

* In writing (in text or in tables) or graphically
* Reporting means (and standard deviations) for each experimental group / control group
* Standard error / confidence intervals

* APA guidelines. Use 2 decimals
* M=Mean
* Mdn = Median
e SE =Standard Error
e SD = Standard Deviation

« EXAMPLE: The mean number of pints a tourist will drink before starting to walk
around Faliraki naked is 12 pints (SD= 2.34)

 Women require a significantly smaller number of drinks (M=8.4, SD=2.53?
compared to men (M=12, SD=1.22) before experiencing difficulties in walking.
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Summary: Whic

Numerical Data Nominal Data

Histogram, Boxplot, | Frequency Tables
or Stem and Leaf and Relative

Data from one [pyhl: Frequencies, Bar
Variable. Charts, and Pie
Charts
Association Scatterplot Association Tables,
Between two or Bar Charts
Variables
Co-funded by = EZINA
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SPSS: Calculating Measures of Central
Tendency & Dispersion

* Analyze = Descriptive Statistics = Frequencies

e Statistics
* Choose Mean, Median, Mode

Analyze - Descriptive Statistics = Explore
Dependent: Performance
Factor: Class

Statistics
Choose B um
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SPSS — Descriptive Methods

* Creating Frequency Tables
* Analyze = Descriptives = Frequencies

* Graphs
* |[n the same menu, choose “Charts”

* Bar chart, Pie chart, Histogram
* Chart values: “Frequencies” or “Percentages”

Diagrams

* Analyze - Descriptive Statistics = Explore

* “Display” menu, option “Plots”

e Stem and Leaf, Histogram, Boxplot

* Line Chart: Graph - Legacy Dialogs = Line (Simple Line Chart)
Boxplot

* Graphs = Legacy Dialogs = Boxplot
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Sources

* Roland Baddeley, University of Bristol (2006)
Brooks/Cole, Thomson Learning Inc. (2005)

* Tukey (1977) Exploratory data analysis. Addison-Wesley.

* The book that started all about EDA.
Hogan,D.C. Mosteller,F. and Tukey,J.W. (1983) Understanding robust and
exploratory data analysis

e Good in the cases where we need transformations.

Web sites:

* http://www.statgraphics.com/eda.htm
e http://www.itl.nist.gov/div898/handbook/eda/eda.htm
* http://en.wikipedia.org/wiki/Exploratory data analysis
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http://www.statgraphics.com/eda.htm
http://www.itl.nist.gov/div898/handbook/eda/eda.htm
http://en.wikipedia.org/wiki/Exploratory_data_analysis

Statistics

Inferential Statistics
Hypothesis testing
Correlation, T test
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Differences And the Central Limit
Theorem

2iat s._.'f’- 2t s_.'f' T %_.'f'
il jé.mple t Q[ g.mple t ?l ;Emple w
.II|| IIII-II .III| IIII-II .III| IIII-II

* Sampling error

* Two experimental
groups sampling the
same population are
expected to have | |
similar means, but
there will be little ‘||II||.
difference between S < -
them (due to
individual differences)

* Inferential Statistics helps us to

e Central Limit estimate the probability of error in
Theorem terms of the representation of a
« Averages of many population by characteristics of a
different samples will sample (e.g. mean, standard deviation,
probably be close to etc.)
the population * More generally, it defines the
average

probability of error contained in the

Co-funded by - EZI'IAS
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Sample classification - Typical error

* The sampling distribution is a normal distribution of
different samples, so we can make predictions based on
this distribution B

* For example, of the infinite possible samples, X has a 68.26%
chance of being 1 standard deviation from m.
* 95% > Z=+-1.96.99% = Z =+-2.58.99.73% =2 Z = +-3

e Zvalues are a way of expressing a measurement in terms of how many
__standard deviations it is from the mean

Nl G
OE.g. X=75,5=18, N =36 it I B
- 0, =18 /V36 = 3 (standard error)
. Clygy, > Z=75+1.96 * 3 > 69.12 to 80.88 T T
. Clygy > Z=75+ 2.58 * 3> 67.26 to 82.74 | |

Standard error (o0): the
S standard deviation of the ‘_||||||||__
SE; = —— | samples
‘\/ﬁ Co-funded by
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Inferential Statistics & Hypothesis Formulation

* The aim is to describe a phenomenon, to draw
conclusions about a function

* Hypothesis testing to investigate scientific questions

* Experimental hypothesis (H1): hypothesis that the
experimenter's manipulation will have some effect

* Null hypothesis (HO): the experimental manipulation
will have no effect - no difference between two
conditions

* E.g. Drinking alcohol increases the likelihood of falling
H1: Alcohol users will fall more often than non-users
HO: Falls are as frequent regardless of alcohol
consumption
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Inferential Statistics

EIInferentiaI statistics tests the probability that our
experimental prediction is right or wrong

* Assessing whether the data we have collected is the result of
randomness

* Reducing the probability of random effects increases the
likelihood that they are due to our experimental manipulation

* For example, the greater the difference in the means of 2 samples, the
more likely they represent different populations

* Rejection of HO — Acceptance of H1

* We accept our findings as true only when there is 95% confidence
that our result is not a product of chance

* If the probability of it being random does not exceed 5%, then we
can accept our findings

* 95% (p < .05) has simply become accepted as a norm in
psychology because of Ronald Fisher's (1890-1962)
proposal
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Increasing Confidence in Research
Findings

* Experimental manipulation may lead to
differentiation of the mean of 1 sample, with two

possible explanations:
* Experimental manipulation changed what we measure
(two different populations)

* Samples come from the same population, but we
selected individuals with opposite properties from
within that population (outliers from the normal sample
distribution), so experimental manipulation did not

make a difference

* The greater the difference between the means of 2
samples, the more likely they represent different

populations
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Hypothesis Testing

* Calculating the probability that two samples come from the same
population
* High: No effect of experimental manipulation (HO)
* Low: Effect of experimental manipulation (H1)
* Exactly how much probability is low?
Fisher says 5%!
* How exactly do we calculate this probability?
* Depends on the experimental design and method of data analysis

* However, we can review some general principles...
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the European Union




Calculating the probability that the samples come
from the same Ranulation

e Systematic differences due to experimental manipulation

* Non-systematic differences due to individual differences between
samples (e.g. intelligence, motivation)

* We test the difference between two samples using
statistical tests whose characteristics we know
- We know the distribution, and therefore we can calculate the

probability of getting any value in that distribution - example age
of death!

* For a comparison of two different sample means,
statistical tests represent the following fraction:
Systematic Differentiation / Non-Systematic
Differentiation

e Comparison of variability resulting from experimental
manipulation with naturally occuring random variability
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the European Union




Hypothesis Testing procedure

1. Formulation of hypotheses

Anopplirtoupe

* HO, H1 i

unéleon

2. Selection of an appropriate
statistical criterion

* Type of variables

Aev anoppintoupe ] AnoppirTroupe
™ pnbevikh unéBeon ™ UNdeVIKA
unéBeam

* Measurement scale 25% |
* E.g. parametric - non-parametric . T
367209 2,09 3‘6l7
3. Definition of significance level (olown ) (olown )
( a ) Sxnpa 7.2. E§etalovias tn pndevikn undBeon (ap@ineupos ENeyxos).

e Usually 5% or 1%

4. Comparison with critical value
* Rejection/acceptance area

* Equal or greater = Statistical
significance

Co-funded by
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What does the probabilistic nature of
statistical tests mean?

* Two objective possibilities:
* Our experimental manipulation had an effect on the 2
samples

* Our experimental manipulation had absolutely no effect

e Statistical tests tell us which of the two alternatives is
more likely.

* We want to be as confident as possible, so we use a
strict Fisher significance level of a=5%

**Because the process is probabilistic, the conclusion
may not hold, even if we have 95% confidence that the
difference is not random
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150 Inferential Statistics

Testing Hypotheses 1

[®] Box 5.2: What we can and can’t conclude from a significant test
statistic

{. The importance of an effect: We've seen already that the basic idea behind
hypothesis testing involves us generating an experimental hypothesis (the
means of our experimental conditions will differ) and a null hypothesis (the
means of our experimental conditions will be the same). If the probability of

erally accept the experimental hypothesis as true: our means are indeed different.

effect is imporzant. Very small and unimportant effects can turn out to be sta

experiment {see page 132).

the probability of that test statistic occurring by chance; if this probability wer

tells us is that the means are not different enough to be anything other than
chance finding. It doesn’t tell us that the means are the same; as Cohen (1990
points out, a non-significant result should never be interpreted (despite the fact i
often is) as ‘no difference between means’ or ‘no relationship between variables’
Coben also points out that the null hypothesis is never true because we knov
from sampling distributions (see page 132) that two random samples will hav
slightly different means, and eyen though these differences can be very small (e.g
one mean might be 10 and another might be 10.00000000000000000001) they ar
nevertheless different. In fact, even such a small difference would be deemed a
statistically significant if a big enough sample were used (see page 152). Se
significance testing can never tell us that the null hypothesis is true, because I
never is! I
. Significant results: OK, we may not be able to accept the null hypothesis as bein,
true, but we can at least conclude that it is false when our results are significant
right? Wrong! A significant test statistic is based on probabilistic reasoning
which severely limits what we can conclude. Again, Cohen (1994), who was a
incredibly lucid writer on statistics, points out that formal reasoning relies on a
initial statement of fact followed by a statement about the current state of affairy
and an inferred conclusion. This syllogism illustrates what I mean: :

L

s If 2 man has no legs then he
o This man plays footbali.

6 Therefare thiz man has

obtaining the value of our test statistic by chance is less than .05 then we gen-

Normally we say ‘our experiment had a significant effect’. However, don’t be
fooled by that word ‘significant’, because even if the probability of our effect
being a chance result is small (less than .05) it doesn’t necessarily follow that the

tistically significant just because huge numbers of people have been used in the -
2. Non-significant results: Once you’ve calculated your test statistic, you calculate *
greater than .03 you reject your experimental hypothesis. However, this does not :

mean that the null hypothesis is true. Remember that the null hypothesis is that :
the means in different groups are identical, and all that a non-significant result -

The syllogism starts with a statement of fact that allows the end conclusion to be

i reac’:hed because you can deny the man has no legs (the antecedent) by denying that he
+ can’t play football (the consequent). A comparable statement of the null hyvpothesis

would be:

> If the guil hypothesis is correct, then this test statistic can not occur.
¢ This test statistic has occurred.
¢ Therefore, the null hypothesis is false.

This is all very nice except that the null hypothesis is not represented in this way

. because it is based on probabilities. Instead it should be stated as follows:

> If the I_1ul] hypothesis is correct, then this test statistic is highly unlikely.
© This test statistic has occurred. )

©  Therefore, the null hypothesis is highly unlikely.

If we go back to a football example we could get a similar statement:

> 1 a man plays football then he probably doesn’t play for England (this is true

becaus_g there are thousands of people who play football and only a handful
make it to the dizzy heights of the England squad)).

Phil Nevilke plays for England.

Therefore, Phil Neville probably doesn’t play football.

(e o]

Now fi]though at first glance this seems perfectly logical (Phil Neville certainly doesn't
glay football 'in the conventional sense of the term) it is actually completely ridiculous
= the conclusion is wrong because Phil Neville is a professional footballer (despite his
b_est. atteml?ts o prove otherwise!). This illustrates a commeon fallacy in 'hypothesis
testing. In fact hypothesis testing allows us to say very little about the null hypothesis

Co-funded by
the European Union

wou}d occur when, in the real world our experimental manij
ulation has no effect, yet we have got a large test statist
because we coincidentally selected two very dissimilar sample
So, the sample means were very different but not because of th
experimental manipulation. If we use Fisher's criterion then tt
probability of this error is .05 (or 5%) when the experiment he
no egect — this value is known as the a-level. Assuming ot
experiment has no effect, if we replicated the expen’menzz 10
times we could expect that on five occasions the sample mear
would be different enough to make us believe that the exper
ment had been successful, even though it hadn’t. |
> Type II error: This is when we believe that our experiments

- Ez nA reality it hasn’t. This woul
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Two types of errors

»Type | error: we accept H1, i.e. that our experimental
manipulation caused the differentiation of the 2
samples, when in fact it is not true.

* E.g. We randomly selected two very different samples, so

they also differed in the mean, regardless of our
experimental manipulation

* This result is one of the 5 times we could be misled if we
repeated the experiment 100 times (a=.05)

»Type Il error: we reject H1 (and thus we accept HO),
i.e. we assume that our experimental manipulation
had no effect, when in fact it did.

e E.g. Our intervention worked but the statistical test gave us a

low value, perhaps because there is a high degree of natural
variability in the 2 samples (c.f. the equation mentioned

earlier)
. I?le%”y t;)is error should have a small probability of occurring

Co-funded by
the European Union




Effect Size

* Measuring the magnitude of the difference in our
measurement can add complementary information to the
likelihood of this difference being random

* Such effects may be: experimental manipulation, magnitude of
association between variables

* Objective and standardized measurement of the
magnitude of the observed phenomenon

* |t can be compared between different studies,
measurement units and so on.

* Pearson correlation coefficient (r)
* r=0.10 - small
* r=0.30 - moderate
* r=0.50- large

* r2 = The total percentage of variability that can be
explained by the experiment
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Statistical Power (Statistical Power)

* The effect size is affected by:
1. Sample size
2.  Level of significance (a)
3.  Power of the test to discover a phenomenon of this magnitude

* |f we know the first two, we can also calculate the third

 1-b (type ll error) : The probability of finding an effect that exists

1. After the experiment is done we know: 1) significance level (e.g.
a =.05), 2) effect size of our sample, 3) sample size
9b we 8ag calculate 8 (the power of our test), we want it to be
above 0.

2. Calculating the sample size in advance is necessary to discover a
certain effect size:
a and b are known, effect size estimation from previous surveys
> frolm these we can deduce the number of participants in each
sample
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Sample size calculation

 Complex statistical calculations, but nowadays there
are corresponding programs (e.g. nQuery Adviser)

e Cohen tables

e Guidelines:

a=.05pB=.8
er=.1->783
er=.3->85
er=.5->28
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Confidence Intervals (C.I.)

* Confidence level commonly used in Psychology: 95% (99%, 90%...)

* How confident are we about the upper and lower limits in which the average
of any sample will be included?

* 95 of the 100 different samples we take will fall between the upper and lower
limits of the confidence levels

* Confidence interval: The range of values within which the actual
value of the parameter of interest lies (e.g. mean)

*TopCl.=X+2*SE
e lowC.l.=X-2*SE
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Parametric VS Non-Parametric Analyses:
when are they used?

* Important decision. Wrong choice can lead to:
e Using the wrong statistical analysis (breach of conditions)
» Using statistical analysis of lower power (loss of statistical power)

* Parametric analyses use information on the mean and variance.

* Non-parametric statistics do not make assumptions about the
distribution of data, so they have less statistical power because they

use less information

* E.g. Parametric correlation will use information on the mean and variance, while non-
parametric correlation only takes into account the serial position of data pairs (scores).
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Parametric Distribution assumptions

(JParametric Distribution Assumptions
 Measurement independence
 Measurements come from a population that follows a normal distribution

e Populations (e.g. in the comparison of 2 groups or 2 experimental groups)
have the same variance (variance homogeneity hypothesis)

(ANon-Parametric Distribution Hypotheses
 Measurement independence
e The variable of interest has some continuity (can be ranked)
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Points of differentiation

e Variable characteristics:
* If our measurements are on a nominal/ordinal scale, then we
use non-parametric statistical analysis

* If our measurements are on an equal intervals/ratio scale,
then we use parametric statistical analysis

* A normal distribution in the data is necessary /
plgerequmte for parametric analysis, as mentioned
above

* Contrary, the non-parametric distribution makes no
assumptions about the distribution

e Ranking of variables and analysis of the position of each
measurement in the hierarchical ranking

o As the distribution moves away from normality, the risk of
inaccuracy of the parametric analysis increases, so it is preferable
to use a non-parametric alternative

. Small samples 2 non-parametric tests
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Assessing Normality of Distribution

/// \ (=)

likely normal not normal

Visual check by histograms!
Disadvantages:

v’ Sample distribution may not be representative of the population
v You can't get a clear picture of the distribution for N<30

v’ Subjectivity! How much should it differ from the normal
distribution?
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Assessing Normality of Distribution

Descrigtives
Statistc® | St Emord

Wring Score Medef 527750 67024

95% Confgence Lower B :vum:d 514533

rnerval for Mean Upper Bouna® 54,0087

5% Trimened Mean 531389

Medan® 56,0000

Vananceh 89 844

813 Deviaond 947659

umnmun'J 3100

MavmurK 67.00

Range! .00

merquartile Range™ 1475

Sawnessh - 482 172

¥urtosiso - 750 342

Easy method ot assessing the
distribution in the SPSS
frequency table:

Symmetry (skewness ~= 13
Curvature (kurtosis ~= 1)
distribution width

Can be tested with statistical tests
(e.g. Kolmogorov-Smirnoy,
Shapiro-Wilks)

Warning: statistical power for
these testers also depends on
sample size

2 9 w0t Selected
o Lot Selected
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Types of Distributions

 Normal distribution
* Positive Assymetry
* Negative Assymetry

e Distribution curvature (kurtosis) - Wide / Thin

\
\
\
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Another Way: Q-Q Plot

MNormal O-0 Plot of ADJZ2

fdh

Expected normal

distribution
values vs.
g gl observed values
% in our sample
2
8 i
8 !
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Choosing Between Parametric or Non-
Parametric Analysis

* Parametric when we are sure that the population
where our sample comes from follows a normal
distribution, with respect to the variable of interest.
Non-parametric when:

* Measurement is coded as a hierarchical rank, e.g. rank of
student performance in a class, star rating of a movie

* There are values off the measurement scale, e.g. very
low/high. In non-parametric analysis we replace them
with random low/high values, since it is not the exact
measurement that matters but the hierarchical ranking

* Population does not have a normal distribution and
there is no possibility of transformation to a normal
distribution (e.g. logarithmic)

Co-funded by
the European Union
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http://www.psychwiki.com/wiki/How_do_I_determine_whether_my_data_are_normal%3F

Difficulties in Choosing Between
Parametric or Non-Parametric Analysis

* When there are few data, it is more difficult to decide
(e.g. by visual inspection) whether they follow a normal
distribution. Formal normality tests (e.g. Kolmogorov-
Smirnoff test) may have reduced power to detect
normal and non-normal distributions.

e Often we choose non-parametric methods in cases of small
samples (n < 6). Choice does not affect the result so much if
the sample is large enough (but subjective just how large is
enough!)

* |t is useful to check previous data (from other surveys).
The important thing is the distribution of the
population, not the sample.

* Subjectivity about the most appropriate choice in case
of doubt.
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Types of Statistical tests

e Thereis at least 1 corresponding non-parametric test for
each parametric test

. Categories:
1. Tests comparing groups (independent samples)
2. Tests comparing variables (dependent samples)
3. Tests of relationship between variables (correlation)

. Note: Despite the advantages of non-parametric
analysis (such as cases where the distribution in the
population is unknown), there are also disadvantages:

. Lower statistical power (1-b). e.g. we would need a larger
sample to achieve the same power with a parametric analysis

. Difficulties of interpretation (e.g. what is the meaning of a
difference between ranks versus a difference in the unit of

meas........-....;. P o I PO Dy iy R ol SR R e | |

e Co-funded by
the European Union




Choice of Statistical Test

Type of Data
Goal Measurement (from Gaussian Rank, Score, or Measurement (from
Population) Non- Gaussian Population)
Describe one group Mean, SD Median, interquartile range
Compare one group to a one-sample t test Wilcoxon test
hypothetical value
Compare two unpaired groups Unpaired t test Mann-Whitney test
Compare two paired groups Paired t test Wilcoxon test

Compare three or more unmatched one-way ANOVA

groups

Compare three or more matched Repeated-measures ANOVA
groups

Quantify association between two Pearson correlation
variables

Predict value from another Simple linear regression
measured variable or

nonlinear regression
Predict value from several measured Multiple linear regression*

or binomial variables or
Co-funded by
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Spearman correlation
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Testing Normality of Distribution in SPSS

* Frequency tables:
* Analyze = Descriptive Statistics = Frequencies

* Histograms, Boxplots, QQ-plots, PP-plots
* Analyze - Descriptive Statistics = Explore (plots)
* Analyze = Descriptive Statistics 2 Q-Q Plots

 Goodness of fit checks

* Kolmogorov-Smirnov (K-S)
* Analyze 2 Nonparametric Tests = Legacy Dialogues = 1-Sample K-S
* We want p > .05 (not significant)

e Shapiro-Wilk (S-W)

e We want a value close to 1

Co-funded by
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Pearson'sr

se@rrelation
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Correlation

Objective: The association between variables. What happens to 1 or more variables
when a 2nd variable changes?

Correlation coefficient
* Measuring the degree of association between 2 variables
e -1to+1

Positive correlation
* As one variable increases, so does the other
* E.g. The more years of education, the higher the annual salary

Negative correlation
* As one variable increases, the other decreases
* E.g. As the running speed increases, the endurance reserves decrease

» The higher the correlation coefficient, the stronger the variable between the 2 variables
(regardless of the sign)
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Type of Association
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* |llustrate correlation with scatterplot

 Notional or real regression line plotting
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Curves Correlations

curvilinear - linear

* Positive curvilinear relationship
* Negative curvilinear relationship
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Correlation

e Correlation coefficient (r)
* Measuring the degree of association between 2 variables

»The higher the correlation coefficient, the stronger the association
between the 2 variables (regardless of the sign)

» The sign gives information on the direction of the correlation, while the
absolute numerical value (0-1) gives the strength of the correlation
(distance of points from the regression line)

* r>.30 =2 Low correlation
* r> .50 2 Moderate correlation
* r>.70 - High correlation
e r=.80 = Very high correlation

Co-funded by
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Correlation and Covariance

 Covariance: covariation of the 2 variables

« COV,, = [Z(X-X)x (Y-Y)] /N

* r=COVyy /Sy X5,
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Factors Affecting Correlation & Interpretation

* Factors affecting the correlation coefficient
* Group homogeneity
e Curvilinear relationship between variables
e Outliers

* Correlation interpretation
e Co-variation, not causality
e Causality implies a time series
* Absence of cause, absence of effect
e XcauseY, Ycause X, Zcause X &Y
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Types of Correlation Coefficients

l NZ(XY)-ZXZY
* Pearson'sr \/[N):XZ (EX)JINZY? - (ZY)]
* Parametric dmou

I'= 0 OLVTEAEOTIG VO )XETIONG Pearsonr,

* Equal |nterva|5/ N =0 apBpog Twv atépwy Tov Taipvouy pépog otnv £peuva,
Ratio Scale X'=n1dbe Ty ™G PTG pETaBAN TS,
. Y=nxd&be 1L Sevte TofSA Kot
* Linear relationship o laep;ﬁﬂifu A e
e Spearman’'s rho s
* Non-parametric r’“’:l‘N(Nz_l)’

* Ordinal scale i
. . ] d=n 8aopd (amékAion) Twv Yo LEPAPXLKAOV TIHWV KGOE aTd oL,
° I_| near re|atIOnSh I p N =0 apiBp6g twv atdpwv Tov CUHUETEXOVV 6TV £pEVVa; Kt

Z =710 dBpolopa Twv..

o SPSS: Analyze - Correlate = Bivariate
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T test

Group Comparisons
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Group Comparisons: Calculating the Probability
that thg 2anmRiesicome From the Same Population

e Systematic differences due to experimental manipulation

* Non-systematic differences due to individual differences between
samples (e.g. intelligence, motivation)

* We assess the difference between two samples usin
statistical tests whose characteristics we know (t tesl%
- We know the distribution, and therefore we can calculate the

probability of getting any value in that distribution - example age
of death!

* For a conditional comparison of two different samples,
statistical tests represent the following fraction:
Systematic Differentiation/Non-Systematic Differentiation
(ANOVA)

e Comparison of variability resulting from experimental
manipulation with normal variability
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T-Tet

* Comparing 2 groups
* t=(m-my, )/SE (estimate of the standard error of the difference
between the 2 means)

» Standard error reveals how well the average of a sample
represents the population

e Standard error of the difference of 2 means reveals the random
(natural, non-systematic) variation that we might expect
between the means of 2 samples

 Similarly, different samples from the same population should
have quite similar means and standard errors, and so should
their differences (m; —m,)

* Therefore, t-test represents the difference between 2
means corrected (denominator) by the degree of
completely random variation of these samples
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T-test for One Sample - known Standard
Deviation

* Conditions
e Equalinterval or ratio scale
* One sample of participants
 Data must meet the conditions for the use of parametric
criteria
e t-test - Standard deviation (o) known

e Sample distribution of the mean

* oy, =0 / VN (SE, standard deviation of population means)
« E.5.M=58,N=8

* u=50,0=10
e HO: m =50. H1: u=/=50
oz=(M-u)/ o, or z=(M-p)/(c/VN)
- oy=0/VN=10/v8=3.53
-« z=(M-p)/oy=(58-50)/3.53=2.27 < .05 so we reject HO

- Compare to Z table of standardized values
Co-funded by = EZI1A
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/ Table (Two-TAiled Hypothesis

Two tails of Z
Emtries in the table represent two-talled P values for : statisties

hondredehs
temnths L ool a.nz iz o4 s LR o7 LR LG
0.0 1 MMM 99202 098404 097607 096202 0960012 095216 2094419 093624 (L92E29

0.1 092034 091241 000448 D.BBA5T  O.EREG6  OLREDT6  DETIER  O.E6SD1  OLESTIS  OLR4931
0.z (R414E  OEIZ6T  OEZSET  OEIS09  OEID33  DEOZS9  OTME6  OTETI6  OLTTRE  DUTTISZ
03 OLTEAIE  OU75656  D.T4R97 074140 073386 072634 OUTIEES  OTII3E  OL70395  DLASGSS
0.4 068916 D6BIEI 067449 066720 065994 065271 064552 OGIE36  O631Z3 62413
0.5 OAITOE  O6EID0GE  D6A0306 05911 058920 058232 057548 O56E6E 056191 DU55519
0.6 0.54851 054186 053526 052868 0.52X17 051560 050925 OS0ZE6  O4965D 049019
0.7 048393 047770 DA7152 046539 045930 045325 044725 044130 043530 042953
0.8 042371 0417 041222 040654 040091 039533 03E979  0.3B430  OLITEEG D377
0e 036812 036282 035757 035237 034722 034211 033706 033205 032708 D3I21T
1.0 031731 031250 030773 030301 029834 029372 028914  0JB462 0280014 0DITSTI
1.1 027133 026700 026271 025R4E 025429 025004 024605 024300 OIIEO0 023405
1.2 023014 022628 022246 OZIET0 021498 021130 020767 OZMO0E 020055 OL1ST0S
1.3 L9360 019020 D IR6Rd  OLIERSZ  OB025 07702 OUITEER Q17069 OLI6TS9 L1653
1.4 MIGISI  OUI5E54  0.15561  OL15272 004987 014706 014429 014156 OLIZBET  OL13622
1.5 013360 O30 DUIZBS] OUI2602 002356 00ZI04 00176 011642 011411 O11183
1.6 010960 0LI0T40  0.10523 010310 O10I01  0D09894 009691 009492 009296 DL09103
1.7 0L0E913  OUOETIT 008543 ODERES  O0BIBG  DOSDIZ  O0UOTE4]  OOT6T3  OUOTSOE  DUOTE4S
1.8 007186 0OT030 006876 006725 006577 006431 0U62E9 006148 006011 DUOSET6
1.9 005743 DUOS613  D.05486  O05E6] 005238 005108 OUDSO00 (04884 OUETT0  DU04659
20 004550 0044843 OUM33E OUM236 004135 0OMD36 003940 003845 003753 DU03662
2.1 003573 OUO34E6 003400 003317 003235 005156 003077 003000 OOZ926  DU0ZESZ
132 OOZ7EI 002711 DO2642  OU025T5 002509 002445 OOZZEZ 002321 02261 002302
13 002145 00208 D020 OUMI9E] 001928 OOIETT  OU0IEZT 001779 OOITA] DUDDGES
2.4 001640 0OIS9S 001552 O0ISI0 001469 001428 0UOI3E9 001351 001304 U0I2TT
1.5 001242 001207 001174 000141 001109 001077 0U0I047 001017 OUWSEE  DU00960
2.6 000932 000905 D.00BTE | O00RS4 000829 000805 QUOOTE] | 000759 000736 DLOOTLS
2.7 00693 DODGT3  DDD653 000633 000614 DUN0S96  DU0DSTE  O00GG61  DU0S4d  DU00SIT
1.8 000511 CUDMSS D000 000465 O.0MSI 000437 000424 00010 U0O39E  (LOO3ES
14 00373 UOO36] DD03S0 000539 000328 OUWEIE  DUD030SE  OOOC9E  (UWZEE  DU00Z79
30 00270 00261 00253 000245 000237 00220 000221 000214 000207 000200
LN 000134 OODIRT  DOOIE] 000175 OD0I69 000163 000158 0O0DISZ 00147 0000142
3z 000137 000133 O.O0IZE 000124 000120 O00l15 000101 OO0I0E 000104 Du00100
L] 00097 09T 000090 O000ET 000084 DOODEL  0UODOTE | 0000TE  OUOOTZ  DU00070
L] 00067 OGS D.0DMG3 000060 000058 000056 000054 000052 OUO0SD  DU0004%
L] 000047 US| 00043 000042 000040 DOOD3 (00037 000036 OUO0Ed. L0003
LT 000032 UOOG31 D.OD0ZE  OBOO0ZE 000027 000026 000025 000024 OUWNZ3  Du00022
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T-test for One Sample - Unknown Standard
Deviation

Conditions

Equal intervals or ratio scale
One sample of participants
Data must meet the conditions for the use of parametric criteria

. . . . Std. Normal & Student's-t Densities
* Variation in population unknown (o,,/0) (v=3)
* Use sample standard deviation (s)
* sy=5/VN “
* So, we cannot refer to a normal distribution:
(z), we rather use a t distribution iz
e Similarities: symmetrical

« Differences: Different distribution for each N \\

sample size. We need to check the I S e e S
appropriate degrees of freedom (calculated
based on the sample size)

* Larger rejection area than normal distribution

Den

— Student'st —— Std. Normal |
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T-test for One Sample - Unknown Standard

Deviation
o Personality Traits Test m

o Does our sample tested in the number of lies 1 9
per week differ from the population? 2 8
*uU=7.5 3 10
e HO: u=M.Hl:u=/=M N -
o We calculate M = 8.7 : .
o We calculate s
- s=1.70 6 8
o We calculate t / 12
. t=(M-p)/(s/VN)=(8.7-7.5)/(1.70/v10)= 8 9
2.22 9 6
o Comparison with table of standard values (t) 10 10
- If |t] > critical value, reject. HO
- t<2.26, we accept HO
+ H9)=2.2299 Co-funded by = EZI1A
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T-test for Independent Samples

* Independent t-test
e 2 groups, different participants in each group

e E.g. 2 groups of 10 people, one group read a popular
psychology book, another group read Marie Claire.
Dependent measurement: degree of happiness from
their relationship (assume that the measurement is

Group Statistics

objective - "happiness meter"

Df=n;+n,-2

Std, Error |

Book Read N Mean Std. Deviation Meoan 17
Retationship Happiness ~ Women are from Bras, Men are from Penis 10 20.0000 4.10961 1.29957 |-
Marle Claire 10 | 24.2000 470933 | 148922 |3
Independent Samples Test
Levens's Test for
Equalily of Variances t-lest for Equality of Means i
g95% Confidence . f':'
Interval of the
Mean Std. Error Difference
F Sig. L df Sig. {?-ailed} | Dilference | Diflerence Lower Lipper {3
Hefationship Equal vatiances -~ o
Happiness assumed 491 A92 2.2 18 048 4. 2000 1.97653 -8.35253 -04747
Equal variances - ; 3
not assumed 2125 17.676 048 -4,2000 1.97653 -B.35800 - 04200 :
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Assessing Effect Size

e Conversion of t to r (Pearson coefficient)

|

e r=t2/(t* + df) = .45

* Interpretation and reporting of the t-test resulit:

* On average, the degree of happiness from the relationship after reading
Marie Claire (M = 24.20, SE = 1.49) was statistically greater than the degree of
happiness after reading the popular psychology book (M = 20.00, SE = 1.30),
t(18) = 2.12, p =.048, r = .45)
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T test of Independent Measures in SPSS

* Analyze - Compare Means =2 Independent-Samples T Test

 Test variable (dependent variable)
* Grouping Variable - Define Groups (independent variable)

e t, df, p value (sig.)
e Equal variances assumed (unless Levene test < .05)

 descriptives to check which group is larger, in case of statistically significant
difference
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T-test for Paired Samples / Repeated

Measures)

* Dependent (matched pairs)

t-test

* 2 groups, same participants

in each group, repeated

measurements

* E.g. 1 group of 500 people, |
each read a book on pop

psychology and a book on

Research Methods by Andy

Field.

* Counterbalancing the order
of participation in each

= Paired Samples Statistics
Std. Error
Mean N Std. Deviation Mean
Bair_ Women are from Bras, Men are from Penis 20.0180 500 9.98123 44637
1 Field & Hole 18.4900 500 8.99153 .40211
Paired Samples Correlations
N Correlation Sig.
, Men are from
1 Penis & Field & Hole 900 a7 009
Paired Samples Test
Paired Differences
95% Confidence
Interval of the
Std. Error Difference Sig.
Mean | Std. Deviation Mean Lower Upper t df (2-tailed)
en are from Bras, Men
'1’*’" :{2’;:0 N enls it abols. | 15280 12.62807 | 56474 | 4184 | 26376 | 2.706 | 499 .007

Condition, 6 months apart §pSS Output 6.3

* Dependent measurement:
degree of happiness from

their relationship (assume

that the measurement is
objective - "happiness

meter").

>
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k3

E 3

>

e

E 3

>

> 5

Co-funded by
the European Union

odf=n-1

— EXMA

i=mm2021-2027

Parmership Agreement
2021-2027




Effect Size Control (Effect Size)

e Conversion rson coefficient)
er=t2/(t2+df)=.12

* Interpretation and reporting of the t-test result:

* On average, the degree of happiness from the relationship after reading the
popular psychology book (M = 20.02, SE = .45) was statistically greater than
the degree of happiness after reading the research methods book (M = 18.49,
SE =.40), t(499) =2.70, p =.007, r = .12)

 While p is important, the coefficient r indicates a very small effect size!
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T test of dependent measures in SPSS

* Analyze - Compare Means =2 Paired-Samples T Test
e t, df, p value (sig.)

» descriptives to check which measurement is larger, in case of a statistically
significant difference (increase or decrease)
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Retrieved from

 Comparison with population mean, variance (s) known
* z=(M-p)/(c/VN)

* Comparison with population mean, variance (s) unknown
* t=(M-p)/(s/VN)

o Comparison of the means of two independent samples

X Wk

B 2 2 ]

[Mj_ﬂj+ ZX;—(ZXB-) J =
NA NB NA+NB
(NA+NB—2) (NA)(NB)

Y

o Comparison of the means of two dependent samples, or means
from repeated measures in the same subjects

>d

NZd —(3dY |
N -1
- Co-funded by ;;_E)E!;lo%
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Statistics

Group comparisons Il:

Univariate Analysis of Variance (ANOVA) with one or
more factors

Analysis of Covariance (ANCOVA)
Multivariate Analysis of Variance (MANOVA)
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Analysis Of Variance - ANOVA

 ANOVA (Analysis of Variance) essentially serves as an extension of the t-
test. Its primary function is to compare more than two groups, resolving
the issue of multiple comparisons (family-wise error) by conducting a
unified comparison across all groups from the outset.

* In essence, ANOVA offers a robust analytical framework, ensuring a

comprehensive and precise assessment when dealing with complex research
designs involving multiple groups and independent variables.

 Handling Multiple Independent Variables

* One of ANOVA's significant strengths lies in its ability to handle multiple
independent variables. It not only investigates the main effect of each variable
but also explores the interactions between these variables, providing a nuanced
understanding of their combined impact on the observed phenomena.

Co-funded by
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The Logic Behind ANOVA

Variation in Independent Measurement Groups (for example, 2 groups):

1. Differences in Individual Values (Noise).
* |ndividual Differences.
e Random Error.

2. Different Means per Group:
» Effect of the Independent Variable Manipulated by the Experimenter.

e Overall variability: composite effect of all these sources.

o Reducing Sampling Error / Noise = appropriate sampling method important, matching noise in
groups (randomization is helpful)

o In the Case of Statistically Significant Difference: 2 > 1
Can be expressed as a ratio, the more significant the larger:

Variance due to Group Differences

Random Variance (errar)

Co-funded by
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Differences Betvveen T- Test (T distribution)
on)

difference between gruup means
variability of groups

\I
I\T = I\C

SE(X; - X.)

F estimate of 0?2 from means

estimate of o2 from individuals

F Variance between Treatments
Variance within Treatments

F Variance of Treatments
Variance of Error

Co-funded by
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e Compares two samples by
assessing the difference
betweem two means

e Compares 1-2 samples

e Assesses only one IV

e Compares samples by
assessing the variance among
all samples

e Compares 2+ samples

e Assesses two or more |Vs

e Assesses the interaction
between Vs



http://www4.uwsp.edu/psych/stat/12/anova-1w.htm
http://www4.uwsp.edu/psych/stat/12/anova-1w.htm

ANOVA Assumptions

* Independence of measurements of independent groups — samples
(random sampling)

 Scale of the Dependent Variable: interval or ratio (not nominal or
hierarchical)

* Symmetric (Normal) Distribution of the Dependent Variable in every
group/sample (or at least similarly skewed in all groups)

 Homogeneity of Variances of all groups/samples

* A good overview of ANOVA:
* http://old.psych.uoa.gr/~vpavlop/index.files/pdf/ANOVA models.pdf
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http://old.psych.uoa.gr/~vpavlop/index.files/pdf/ANOVA_models.pdf

Anova Structure
* Null hypothesis:

* all (three or more) groups have similar means and, therefore,
systematic differentiation (variance) will be similar to
nonsystematic differentiation if they originate from the same

population.

* ANOVA based on F ratio: compares systematic
variability (SS,, numerator) with non-systematic
(random variability— SS; denominator) in our data

* However, since it approximates the overall differentiation of
all groups, it cannot answer the question of which specific
groups differ. Its function is to reject the null hypothesis, as
stated above.

* For this goal we conduct “planned comparisons” or “post-hoc
tests”

Co-funded by
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Multiple Comparisons

* Which levels of the variable (factor) differ?

s*Correction of family-wise error (decided before conducting the analysis):
Planned VS. Posthoc comparisons
» Separate t-tests (few planned comparisons)
e LSD (lenient, small number of conditions)
Sidak
Bonferonni (stringent) (multiple planned comparisons)
* o/n,. alpha divided by number of comparisons (e.g. a =.05/ 6 =.0083)
Tukey HSD (very stringent) (all possible combinations)
Scheffe (quite stringent)

o Games Howell (stringent) *(can be used with unequal variances, or in case of
unequal sample sizes in groups)
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https://www.google.com.cy/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0CC0QFjAA&url=http://www.upa.pdx.edu/IOA/newsom/da1/ho_posthoc.doc&ei=rqiEU9u7FoWo0QWvpIH4Cg&usg=AFQjCNFWuhBCf_q0AHorqqPsdiAtzuI4Jw&bvm=bv.67720277,d.d2k
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Bars show means
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Mobile phone use (hours per day)

= Assumption of Homogeneity of
Variances

= Levene test: Is the variance equal
in all groups? If p<.05, then
variances are not equal, therefore
we have a violation of the
Assumption of Homogeneity of
Variances - transformation or

- " Descriptives
Size of Tumour (MM cubed)
i 95% Confidence Interval for N
Mean
N Mean Std. Deviation | Std. Error | Lower Bound | Upper Bound | Minimum Maximum
0 20 .0175 .01213 .00271 .0119 .0232 .00 \04
1 20 5149 .28419 .06355 .3819 .6479 .00 94
2 20 1.2614 49218 11005 1.0310 1.4917 48 2.34
3 20 3.0216 .76556 17118 2.6633 3.3799 177 431
4 20 4.8878 .69625 .15569 4.5619 5.2137 3.04 6.05
5 20 4.7306 .78163 17478 4.3648 5.0964 2.70 6.14
Total 120 2.4056 2.02662 .18500 2.0393 2.7720 .00 6.14

"3rametric method

Test of Homogeneity of Variances

Size of Tumour (MM cubed)

SPSS Output 6.4
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Anova Results

ANOVA
Size of Tumour (MM cubed)
Sum of
Squares df Mean Square P Sig.
Between Groups 450.664 5 90.133 269.733 .000
Within Groups 38.094 114 334
Total 488.758 119

* Between groups: SS,, (M=Model) — systematic
variability

* Within groups: SS; (R=Random) — random (expected)
variability

* Mean Squares (MS) = Sum of Squares (SS)/df

* Some useful Post hoc tests, at increasing degrees of

strictness: Bonferroni, Games-Howell, Tukey HSD

Co-funded by ;;_E)E!;lo%
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L Multiple Comparisons

Dependent Variable: Size of Tumour (MM cubed)

Games-Howell
Mean
(1) Mobile Phone Use  (J) Mobile Phone Difference 95% Confidence Interval
(Hours Per Day) Use (Hours Per Day) (I-J) Std. Error Sig. Lower Bound | Upper Bound
0 1 -4973* .18280 .000 -.6982 -.2964
2 -1.2438* .18280 .000 -1.5916 -.8960
3 -3.0040* .18280 .000 -3.5450 -2.4631
4 -4.8702* .18280 .000 -5.3622 -4,3783
5 -4.7130* .18280 .000 -5.2653 -4.1608
1 0 4973 .18280 .000 .2964 .6982
2 -.7465" .18280 .000 -1.1327 -.3603
3 -2.5067* .18280 .000 -3.0710 -1.9424
4 -4.3729* .18280 .000 -4.8909 -3.8549
5 -4.2157* .18280 .000 -4.7908 -3.6406
2 0 1.2438* .18280 .000 .8960 1.5916
1 .7465" .18280 .000 .3603 1.1327
3 -1.7602* .18280 .000 -2.3762 -1.1443
4 -3.6264* .18280 .000 -4.2017 -3.0512
5 -3.4692* .18280 .000 -4.0949 -2.8436
3 0 3.0040* .18280 .000 2.4631 3.5450
1 2.5067* .18280 .000 1.9424 3.0710
2 1.7602* .18280 .000 1.1443 2.3762
4 -1.8662* .18280 .000 -2.5607 -1.1717
5 -1.7090* .18280 .000 -2.4429 -.9751
4 0 4.8702* .18280 .000 4.3783 5.3622:
1 4.3729* .18280 .000 3.8549 4.8909
2 3.6264* .18280 .000 3.0512 4.2017
3 1.8662* .18280 .000 1.1717 2.5607
5 15672 .18280 .984 -.5455 .8599
5 0 4.7130* .18280 .000 4.1608 5.2653
1 4.2157* .18280 .000 3.6406 4,7908
2 3.4692* .18280 .000 2.8436 4.0949
3 1.7090* .18280 .000 9751 2.4429
A ar=san | LdAaAAa o PR e
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Reporting Results

* The Levene test indicated a violation of the homogeneity assumption,
F(5, 114) = 10.25, p < .001. Despite attempting data transformation,
the problem persisted. Therefore, the ANOVA findings are reported.
The analysis revealed a statistically significant difference in
participants' brain volume sizes due to mobile phone usage, F(5, 114)
= 269.73, p <.001. Post hoc comparisons (Games-Howell) showed
significant differences in each group (p < .001 for each comparison)
except for the 4 and 5-hour usage groups.

Co-funded by
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One-Way ANOVA: One Factor, Repeated
Measures

e Factor = variable

 Comparison of multiple means from numerous (>2) measurements in
a sample (repeated measures)
* Each participant contributes to more than one groups/conditions

* One-way ANOVA, repeated measures.

* Assumptions:
 Difference of Means
* Interval or ratio scale
* Repeated measures or matched samples
* Typical assumptions for parametric analyses

Co-funded by
the European Union




One-way Avova — Repeated Measures

» Additional Assumption: Sphericity

* Not only groups, differences between groups should also
be similarly distributed

 Difference between every pair of groups/conditions
(paired scores, e.g. weight before and after training)
have similar variance

* SPSS: Mauchly’s test of sphericity

e Statistical significance means violation of sphericity

Co-funded by — E\II}&
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SPSS EXAMPLE: 1-Way Repeated

* |V: Number of drinks consumed (1-4 drinks)

* DV: Number of people notices/flirting
* Is this bevavior influenced by alcohol consumption?

20 —— —— e -
Error bars show 95.0% Cl of mean
Bars show means ——

Within-Subjects Factors

Descriptive Statistics

Measure: MEASURE_1

Dependent Mean Std. Deviation N
ALCOHOL Variable 1 Pint 11.7500 4.31491 20 EE W
1 PINT1 2 Pints 11.7000 4.65776 20
2 PINT2 3 Pints 15.2000 5.80018 20
3 PINT3 4 Pints 14.9500 4.67327 20 5+
4 PINT4

Number of women who caught the eye
S
1

0 I T T T
1 2 3 4

Number of pints
Figure 6.4 Error bar chart of the mean number of women eyed-up after

— EZIMA
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Sphericity & Within-Subjects Effects

e Testing for sphericity

Mauchly’s Test of Sphericity®

Measure: MEASURE_1

Epsilon®
Approx. Greenhouse-
Within Subjects Effect | Mauchly’s W | Chi-Square df Sig. Geisser Huynh-Feldt | Lower-bound
ALCOHOL 477 13.122 5 022 745 849 .333

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional
to an identity matrix.

a. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the
Tests of Within-Subjects Effects table.

b. Design: Intercept
Within Subjects Design: ALCOHOL

 |fviolated, we will use corrected values
(Correctlon On degrE T TestsofwnhlnSubjectsEffects

Measure: MEASURE_1

¢ G re e n h O u Se- Source _ Tgfpg(]l:jasrg;n df Mean Square F Sig.
Geisser T e | =R G| 2 o
(stricter) L e | mow| el w0

* Huynh-Feldt e | o | | o

 Lower Bound Ea-SHcen by e
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Post hocs

Descriptive Statistics

Measure: MEASURE_1

Pairwise Comparisons

Mean

95% Confidence Interval for

— Difference Difference®
— ALCOHOL (I-J) Std. Error Sig? | LowerB
Mean Std. Deviation N 1 2 5.000E-02 742 I19.000 = ;:gg ot Bzo ;gg
i 3 -3.450 1.391 136 3 :
1 ant 11.7500 4.31491 20 , 4 -3.200 1.454 242 -;:igg 1:333
2Pints | 11.7000 4.65776 20 : T e el o g
: B . d -6.853 -147
3 Pints 15.2000 5.80018 20 5 ; % | 2w Lase -
! 3.450 1.391 136 -644 7.544
4 Pints 14.9500 4.67327 20 2 3.500* 1.139 .038 147 6.853
- 4 250 1.269 1.000 -3.485 3.985
1 3.200 1.454 242 -1.080 7.480
2 3.250 1.420 202 -.929 7.429
3 -.250 1.269 1.000 -3.985 3.485
Based on estimated marginal means
*. The mean difference is significant at the .05 level.
a. Adjustment for multiple comparisons: Bonferroni.
. . 1 M . — —
. The violation of Mauchly's sphericity test (x2 =13.12, p =.022)

necessitated the use of Huynh-Feldt correction for degrees of
freedom. The results revealed that men's perception of women was
influenced by alcohol consumption [F(2.55, 48.40) = 4.73, p = .008,

n? = .20]. Post hoc comparisons with Bonferroni correction

indicated a significant difference between the consumption of 2
and 3 drinks (M2 vs M3:c|?ﬁf .038). This implies that men's
iffe

perception significantly

red when they consumed 2 drinks

compared to 3 drinks. The effect size (r=.40) suggests a moderate
= EZINA

i=mm2021-2027

effect.

* X

ko3
E 3
R 3

*
* o K
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One-way ANOVA In SPSS

* 1 Factor, Independent Measures
* Analyze 2 Compare Means = One-Way ANOVA
* Dependent: DV
* Factor: IV

* 1 Factor, Repeated Measures
* Analyze = General Linear Model = Repeated Measures
e Within-Subject Factor Name: Name your IV and fill in the number of levels
* Measure Name: Name your DV

Co-funded by — E_l 2_ _IJA,
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ANOVA: Two or More Factors: Main
Effects & Interactions ©Main effect

* The separate effect of

* All potential combinations of each IV on the DV
the IVs * What is the effect of
Eender (difference
* 2x2,3x6etc. etween men and
) E)g 2 keyboards, 2 genders (2 x women)

* What is the effect of
keyboard (difference

P ™ between the two
o] Nk keyboards)
3 50 : ) .
} e E— o Interaction
S 30 &
3o - * The effect of each level of
o A : \Y h level of th
Bl e R SRR an |V on each level o e
’ Mnkporéyo 1 nAn:q’:o)\évlo? . ﬁ’i‘z”:’::;lw7_2?::22:‘:“03 Other IV
(@) | —Kopitola =———Ayopa - L e ]
T * How does each keyboard
" 0 affect independently men
L@ \g‘j and women?
'3 50 @ |
5, 2o * Alternatively, is there any
&> >< £ difference between the
a9 <20 .
). o two keyboards only in
2] e - i ?
I'I)\nm;;)\évlﬂ o HAnKipOE'JYlO_Z ' m“KTP'-’)‘éfM . ,,m‘nm")g}‘év,lo‘z men' Or Only In Women ’
) fKopiwm — Aybpla | ) i iji‘tdlﬂ — hwpd |
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Two-way ANOVA — Independent Measures

* Two IVs, independent samples / groups

JEXAMPLE:
* A. Age (<40, > 40), B. Music Genre (3 levels)
» DV: Rating for preference at each music genre (-100 €wc¢ +100)

Descriptive Statistics
00.00——————————————

80.00 ‘ :‘i%fmuf’ ; Dependent Variable: Liking Rating
60.00% | H0-40 | Music Age Group Mean Std. Deviation N
2 40.004 Fugazi 40+ -75.8667 14.37193 15
g 20004 0-40 66.2000 19.90406 15
£ o0l i Total -4.8333 74.23406 30
=g 00 Abba 40+ 59.9333 19.98380 15
§ —40'00J 0-40 64.1333 16.99524 15
—60.00 Total 62.0333 18.35189 30
~80.00 4 : Barf Grooks 40+ 74.2667 22.29499 15
e | 0-40 -71.4667 23.17901 15
s . R Total 1.4000 77.40783 30
= ?ABB-A R Total 40+ 19.4444 70.93164 45
4 usic ; ; - 45
F igure 6-§ Error bar chart of the mean ratings of different types of music ‘(I)':tgl 122225 Zg (1)2325 90
for two different age groups . .
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Avova Results

* Testing homogeneity

of variance
Levene’s Test of Equality of Error Variances?
Dependent Variable: Liking Rating
F df1 df2 _Sig.
1.189 5 84 322

Tests the null hypothesis that the error variance of the

dependent variable is equal across groups.

A Nacian: Intarcant MLIQICLAGELMIISIC * AGF
Multiple Comparisons

Dependent Variable: Liking Rating

Tests of Between-Subjects Effects

Type Il Sum

Source of Squares df Mean S ig
quare E Sig.

Corrected Model | 392654.9332 5 78530.987 202.639 l .000

Intercept 34339.600 1 34339.600 88.609 .000

MusiCc 81864.067 2 40932.033 105.620 .000

AGE ) 711 1 711 .002 .966

MUSIC * AGE 310790.156 2 155395.078 400.977 .000

Error 32553.467 84 387.541

Total 459548.000 90

Corrected Total 425208.400 89

2. R Squared = .923 (Adiusted R Saiiared = a1a\

Dependent Variable: Liking Rating
Mean
Difference 95% Confidence Interval __|
(1) Music (J) Music (I-J) Std. Error Sig. Lower Bound | Upper Bound
Games-Howell  Fugazi Abba -66.8667* | 5.08292 .000 -101.1477 -32.5857
Barf Grooks -6.2333 5.08292 .946 -53.3343 40.8677 |
Abba Fugazi 66.8667* | 5.08292 .000 32.5857 101.1477
Barf Grooks 60.6333* | 5.08292 .001 24.9547 96.3119 |
Barf Grooks  Fugazi 6.2333 5.08292 .946 -40.8677 53.3343
Abba -60.6333* | 5.08292 .001 -96.3119 -24.9547 |
Based on observed means.
*. The mean differe Co-funded by = EZINA

the European Union
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Reporting Results

* The results indicate that music genre significantly influences the
ratings [F(2, 84) = 105.62, p < .001]. Subsequent pairwise comparisons
(adjusted with Games-Howell correction) reveal that ABBA received
higher ratings compared to Fugazi and Barf Grooks (ps < .001).

* There was no statistically significant difference in ratings between age
groups.

* The interaction between age and music genre was statistically
significant [F(2, 84) = 400.98, p < .001), suggesting that different
music genres were rated differently by individuals of different ages.
Specifically, Fugazi was rated more positively by younger individuals
(M =66.20, SD = 19.90) compared to older individuals (M =-75.87, SD
= 14.37); ABBA received similar ratings from both younger (M = 64.13,
SD = 16.99) and older individuals (M =59.93, SD = 19.98); Barf Grooks
had less positive ratings from younger individuals (M =-71.47,SD =
23.17) compared to older individuals (M =74.27, SD = 22.29).

* These findings emphasize the nuanced influence of both age and
music genre on individuals' preferences, highlighting the need for
targeted analyses when exploring the complexities of factors affecting
subjective evaluations.

Co-funded by
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Two-way ANOVA — Repeated Measures

o Two IVs, repeated measure

0 EXAMPLE (sample of 4 patients and 4 conditions — 2 x 2):
» A. Drug (antidepressant, placebo)
» B. Therapy (None, Cognitive-Behavioral)
* DV: Number of suicidal thoughts in the last week of each month

Placebo Anti-depressant

A.X. 70 60 81 52
A.M. 66 52 70 40
D.A. 56 41 60 31
B.K. 68 59 77 49
Average 65 53 72 43
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Two-way ANOVA — Repeated

Measures
* Descriptives

80

60

95% CI

40

201

Within-Subjects Factors

T
MoPlacebo

Testing similarity

of variances

(sphericity)

Measure: MEASLURE_1
— Dependent
Drug  Therapy Variable
1 1 MaoPlacebo
_ 2 CBTPlaceho
2 1 MoAntidepr
— T 2 CEBTAntidepr
Descriptive Statistics
o)
—— Mean Std. Deviation
MoPlacebn 65.0000 B6.21824 4
Mauchly's Test of Sphericity® 555 4
Measure: MEASURE_1 . 145 4
Epsilon
Approx. Chi- Greenhouse- 683 4
Within Subjects Effect Mauchly's W Square df Sig. Geisser Huynh-Feldt | Lower-bound
Drug 1.000 .000 0 1.000 1.000 1.000
Therapy 1.000 .000 0 1.000 1.000 1.000
Drug * Therapy 1.000 .000 0 1.000 1.000 1.000

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional

to an identity matrix.
a Design: Intercept

Within Subjects Design: Drug + Therapy + Drug * Therapy

b. May he usedto adjustthe degrees of freedom for the averaged tests of significance. Corrected tests are displayed inthe Tests
of Within-Subjects Effects table.

a* K

>
k3
k3

>

E 3

>

> 5
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Avova Results (Significance

Tests of Within-Subjects Effects

Measure: MEASURE_1
Type Il Sum Partial Eta Moncent, Ohbsenved
Source of Squares df Mean Square F Sig. Squared Parameter Power®
Drug Sphericity Assumed 5.000 1 5.000 1.458 A4 a7 1.458 A38
Greenhouse-Geisser 9.000 1.000 9.000 1.4589 314 327 1.4589 138
Huynh-Feldt 5.000 1.000 9.000 1.458 A4 a7 1.459 139
Lower-bound 5.000 1.000 9.000 1.458 A4 a7 1.459 139
Errar{Drug) Sphericity Assumed 18.500 3 6.167
Greenhouse-Geisser 18.500 3.000 6167
Huynh-Feldt 18.500 3.000 G.167
Lower-hound 18.500 3.000 G167
Therapy Sphericity Assumed 1681.000 1 1681.000 530.842 .0oo .8o4 530.842 1.000
Greenhouse-Geisser 1681.000 1.000 1681.000 530.842 .ooo .8o4 530.842 1.000
Huynh-Feldt 1681.000 1.000 1681.000 530.842 .ooo .8o4 530.842 1.000
Lower-bound 1681.000 1.000 1681.000 530.842 .ooo 554 530.842 1.000
ErrariTherapy) Sphericity Assumed 9.500 3 3167
Greenhouse-Geisser 9,500 3.000 367
Huynh-Feldt 5,500 3.000 3167
Lower-bound 9.500 3.000 3167
Drug * Therapy Sphericity Assumed 289.000 1 288.000 192 667 001 885 192.667 1.000
Greenhouse-Geisser 285.000 1.000 289.000 | 192.667 .00 985 192.667 1.000
Huynh-Feldt 285.000 1.000 289.000 | 192.667 .00 985 192.667 1.000
Lower-bound 285.000 1.000 280.000 | 192.667 .00 985 192.667 1.000
Error{Drug*Therapy)  Sphericity Assumed 4500 3 1.500
Greenhouse-Geisser 4,500 3.000 1.500
Huynh-Feldt 4.500 3.000 1.500
Lower-bound 4.500 3.000 1.500
a. Computed using alpha = .05
Co-funded by = EZI1A
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Avova Results (Means)

* Drug

Estimates
Measure: MEASURE_1 Estimated Marginal Means of MEASURE_1
95% Confidence Interval
Drug | Mean | Std.Eror | LowerBound [ Upper Bound 80007
1 59.000 3725 47146 70.854
2 a7.500 4 668 42 644 72,356 B
70,00
£’ \
o Therapy ;
=
Estimates [
) @
Measure: MEASURE_1 5 coo0-
95% Confidence Interval E
Therapy | Mean | Std.Error | LowerBound [ Upper Bound £
£
1 63.500 3824 A6.329 80.671 o
2 48.000 4546 334532 62468 W 50,00
4. Drug * Therapy N\
ceabret PSRRI N
95% Confidence Interval 40.00
Drug  Therapy Mean Std. Error | Lower Bound | Upper Bound Kayiia o
1 1 G5.000 31049 551048 74.885
Therapy
2 53.000 4378 39.067 B6E.933
2 1 72.000 4601 57.358 86.642
2 43.000 4743 27.904 58.096 CONCLUSION?
= Co-funded by = EZIMNA
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ANCOVA (Analysis Of Covariance)

* Adapting the results of ANOVA based on the linear

relationship (c.f., regression analysis) of the DV and
the covariate.

* The covariate intervenes the relationship between the
independent and dependent variables.

e Useful in cases of non-experimental approaches where
handling important confounding variables is challenging.

* Same logic and process as ANOVA, with the only
difference being the use of adjusted means.

* Same assumptions, but an additional requirement:
homogeneity of regression.

e Absence of interaction between the covariate and the
independent variable.

* Also, lack of correlation between them, especially when
multiple covariates are involved.

Co-funded by ;;;_Egégog
the European Union i stoasiocs oo i




ANOVA In SPSS: 2 Factors

2 Factors, Independent Measures
* Analyze = General Linear Model = Univariate
* Dependent Variable: DV
* Fixed Factor(s): IV(s)

2 Factors, Repeated Measures
* Analyze - General Linear Model = Repeated Measures

* Within-Subject Factor Name: Name the IVs and register the number of levels
for each

» Between Subjects Factor: Independent measures factor(s) (mixed design)
* Measure Name: Name the DV

Co-funded by
the European Union




MANOVA / MANCOVA

e Multivariate Analysis of Variance
* Multiple DVs, one or more IVs

* Do the population means on a set of dependent variables vary across the
levels of a factor or factors?

* More than one DVs
* Should be moderately correlated with one another

o MANCOVA

* Same logic with ANCOVA: what would happen if all cases scored equally on
the covariates, so that the effect of the factors over and beyond the
covariates can be isolated.

Co-funded by :.;_QE@%!;'@%
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https://www.discoveringstatistics.com/statistics-hell-p/veritas-advanced-topics/manova/

STEPS

 MANOVA statistics, testing main multivariate hypothesis (that the
population means on the multiple dependent variables are equal
across groups)
» Wilks’ Lambda, Pillai’s Trace, Hotelling’s Trace (T), Roy’s Largest Root
- Also report effect sizes (Partial eta-square n?)

o If statistically significant, test separate ANOVA results per DV (with Bonferroni
corections)

Co-funded by
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MANOVA ASSUMPTIONS

e Multivariate normality*
* dependent variables are multivariately normally distributed for each
population
e each variable is normally distributed ignoring the other variables and each
variable is normally distributed at every combination of values of the other

variables

o Homogeneity of variance-covariances matrices*

- variances for each dependent variable are approximately equal in all groups & covariances
between pairs of dependent variables are approximately equal for all groups

Independence of measurements
- Random sampling of participants, independent measurements

*robust to violations when groups sized (Ns) are roughly equal

Co-funded by
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Example

* The pupils at a high school come from three different primary
schools.

* The head teacher wanted to know whether there were academic
differences between the pupils from the three different primary
schools.

e 20 students randomly selected from each School

* DV: marks in end-of-year English and Maths exams. ("English score"
and "Maths score”)

* |V: "School", three levels (A, B, C)

Co-funded by = EZIA
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https://statistics.laerd.com/spss-tutorials/one-way-manova-using-spss-statistics-2.php

SPSS Output

Descriptive Statistics ° et | I H H f
Schoaol Mean Std. Deviation i StatIStlca y. Slgnl Icant
English_Score  Schoola | 75.6000 §.22960 20 d|fference |n aC pel’f
SchoolB | B2.7000 910234 20 h I
School ¢ | 61.5500 714124 20 among SC OO S
Total BE.6167 10.30401 &0 ° ( ) —
Maths_Score School A | 439000 8 46603 20 F 4’ 112 . |13'74I p <
School B | 40.7500 5.16201 20 0005, Wllk S /\ = 0450,
School ¢ | 30,7500 771784 20 Da rt|a| nz — 33
- - " Multivariate Tests®
Effect FPartial Eta
YWalue F Hypothesis df Errar df Sig. Squared
Intercept  Pillai's Trace 59859 | 2435.085° 2.000 56.000 oo 989
YWilks' Lambda 011 | 2435.0852 2.000 56.000 oo 989
Hatelling's Trace BE.OFT | 2435.0892 2.000 5E.000 oo 989
Roy's Largest Root BE.9FT | 2435.0899 2.000 56.000 oo 989
Schoal Fillai's Trace F16 12.681 4000 | 114.000 oo 08
YWilks' Lambda A50 13.73542 4000 | 112.000 .0oo 32g
Hotelling's Trace 1.075 14.792 4000 | 110.000 oo 380
Roy's Largest Root 815 26.072¢ 2.000 57.000 oo ATE

a. Exact statistic
h. Computed using alpha = .05
;. The statistic is an upper bound on F that vields a lower bound on the significance level.

o. Design: Intercept + Schoo o Co-funded by __f EI"A
O the European Union
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Univariate ANOVAS

Tests of Between-Subjects Effects

Source Dependent Yariable Type Il Surm Farial Eta
of Squares of Mean Sguare F Sig. Squared
Corrected Model Enaglish_Score 2434 23349 2 1217117 18.114 oon a4
Maths_Scare 1885 633¢ 2 942817 14.2495 oo 334
Intercept English_Scare 26R2E6.817 1 26G2E6.817 | 34962.7E9 oo BB
Maths_Scare 88781.067 1 B8781.067 | 1346134 oo 454
Schoal English_Scare 2434233 2 127117 18114 oo 384
Maths_Scare 1885633 2 942817 14.2495 oo 334
Errar Enaglish_Score 382599450 ar Y. 192
Maths_Scare 37a8.300 a7 F5.943
Tatal English_Scare 272531.000 G0
Maths_Score 94426.000 (511
Corrected Total Enaglish_Score A2E4.183 a9
Maths_Scare aE44.933 a4

a. R Sguared = 389 (Adjusted R Sgquared = 367
b, Computed using alpha = .04
. R Sguared = 334 (Adjusted B Sguared = 3113

English (F (2, 57) = 18.11; p < .0005; partial n2 = .39)
Maths (F (2, 57) = 14.30; p < .0005; partial n2 = .33).
Bonferroni corrected critical a: p < .025.

E 3

>
k3
k3

>

>
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Multiple Comparisons

Multiple Comparisons

Tukey HSD
Dependent Yariable ([} School  {J) School 95% Confidence Interval
Mean
Difference (-

Ji Std. Errar Sig. Lower Bound | Upper Bound
English_Score  School A School B 12.9000° 259214 .aon GEE22 191378
School 1405007 259214 .aon Te122 2028748
School B School A -12.9000° 259214 .aon -19.1378 -6.6622
School G 1.1500 258214 .ear -5.0878 T.387T8
School C School A -14.08007 259214 .0oo -20.2878 -re12z
School B -1.1500 259214 8ar -7.3878 50878
Maths_Score School A School B 31500 256812 443 -3.0300 9.3300
School 1318007 256812 .aon G.9700 19.3300
School B School A -3.1500 256812 443 -9.3300 3.0300
School 10.0000° 256812 .0m 3.8200 16.1800
School School A -13.15007 256812 .aon -19.3300 -6.8700
School B -10.0000° 256812 0o -16.1800 -3.8200

Based on ohserved means.
The errar term is Mean Sguare(Errar) = 65.953.

* The mean difference is significant atthe .05 level.

* English: Si1g. A vs B (p <.0UU5), A vs C (p < .0UU5), Non-
sig. Bvs C(p= .8978

e Math: Sig. A vs C(p <.0005), Bvs C (p =.001),
Non-sig. A vs B (p = .443).

RERN Co-funded by = EZI1A
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PLOTS

Estimated Marginal Means of English_Score

Estimated Marginal Means of Maths_Score

4250

40,00

37.507)

35.007

Estimated Marginal Means

32.507)

80.00
w7500
c
[
[}
=
"
£
f=]
B
™ 70.00
=
-l
2
[}
E
=]
[1)
W g5 oo
£0.00
Ll T
School A School B
School

30.007)

T
School C

T
School A

* MANOVA / MANCOVA @ SPSS:
Analyze = General Linear Model = Multivariate

ko3
E 3
k3
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Statistics

Non parametric tests
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Parametric vs. Non-Parametric Analyses:
When to Use

* Key Decision: Incorrect choice can lead to:
* Incorrect statistical analysis (violation of assumptions)
» Lower statistical power (loss of statistical power)

e Parametric Statistics: Utilize information about the mean and
variance.

* Non-Parametric Statistics: Make no assumptions about the data
distribution, hence have lower statistical power due to less
information used.

 Example: Parametric correlation uses information about the mean and

variance, while non-parametric correlation considers only the sequential
position of data pairs (ranks).

Co-funded by
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Parametric vs. Non-Parametric Analyses

Parametric: Non-parametric:
* Data in Numeric Scores Data in Categories or
(Interval/Ratio Scale) Hierarchical Order

(Nominal/Ordinal Scale)

e Use of Means &

Use of Frequencies

Variance
Doesn't assume any
* Involves assumptions specific population
about the population distribution shape.

distribution's shape.
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Assumptions of Parametric & Non-
Parametric Distributions

* Assumptions of Parametric Distribution:
* Independence of measurements.
 Measurements are derived from a population following a normal distribution.

e Populations (e.g., in comparing 2 groups or 2 experimental conditions) have
equal variances (homogeneity of variance assumption).

* Assumptions of Non-Parametric Distribution:
* Independence of measurements.

* The variable of interest has some form of continuity (can be ranked or
ordered).

Co-funded by
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Paranetric vs. Non-Parametric Analyses

One sample t-test Chi-square test (test of good fit)
t-test independent measures Mann-Whitney’s U test
t-test repeated measures Wilcoxon'’s Signed Rank Test
One-way ANOVA, independent Kruskal-Wallis test
measures
One-way ANOVA, repeated Friedman test
measures

Co-funded by = E)Ellgo%
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Parametric vs. Non-Parametric Analyses:
When to Use

* We have already discussed the basic differences between parametric
and non-parametric analyses.
* Parametric analyses use information about the mean and variance,
whereas non-parametric statistics make no assumptions about the data

distribution, leading to lower statistical power due to the utilization of
fewer pieces of information.

* This emphasizes the importance of descriptive analysis of our data,
especially checking for the normality of the distribution. This can be
verified in various ways using software like SPSS...

Co-funded by
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Checking For Normal Distribution

// \ =)

likely normal not normal

Visual Inspection Using Histograms!

Disadvantages:

 The sample distribution might not be representative of the
population.

. It's3c(§1a|lenging to have a clear picture of the distribution for
N<30.

e Subjectivity! How much deviation from normality is
significeg
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Checking For Normal Distribution

Descriptives
Statistc® | Std. Emord
Witng store  Mearf 527750 67024
95% Confgence Lower B :-um:d 14533
e asat - < SEesily
nerval Tor Mean Upper Bound £ 0087
5% Trimmed Mean‘ 31389
Medan® 4,0000
Vanancelt 89 844
813 Deviaond 947659
Minirmum 3100
ManimuymX 67.00
F-!.lrv;n] 3500
merquartile Range™ 1475
Sawnessh - 482 172
¥urtosis0 750 342

Easy Distribution Check Method in

SPSS Frequency Table:

Symmetry (skewness = 1), Kurtosis
(kurtosis = 1) = Distribution

Spread

It can also be assessed through
statistical tests (e.g., Kolmogorov-

Smirnov, Shapiro-Wilks).

Caution: Statistical
tests also depends on the sample

size.

ower for these

R =W O M e kDO m k

[ T e Y Y S 1Y

f Miles per Gallon [§
f Engine Dizplacem
f Harzepower [hat
& “ehicle Weight (F
d:l Madel Year (madd
& Country of Origin
E|:| Mumber of Cylind
E[l cylrec = 1| cylred

| Save standardizedl

[ St devistion [ Minimum

=m0t Selected
edf|ot Selected

q‘_’ Wariance qf haximuim

J Range -ulr S.E. mean
Distribution

q'r Kurtosis -f Skewness
~Dizplay Order

@ ‘arizhle list
©) Alphabetic

21 Azcending means

(£} Descending means

Options...

fra..

70 European’ 4 Cwlinders

Selected
Selected
Selected

Andy Field: Discovering
Statistics Using SPSS
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Another Way: Q-Q Plot

MNormal O-0 Plot of ADJZ2

fdh

Expected (based
on Normal
Distribution) VS

3 Observed

Values in Our

Sample

Expachad Hormal vaiue
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Checking For Normal Distribution in SPSS

* Frequency Tables:
* Analyze = Descriptive Statistics = Frequencies

* Histograms, Box-plots, QQ-plots, PP-plots
* Analyze - Descriptive Statistics = Explore (Plots)
* Analyze = Descriptive Statistics 2 Q-Q Plots

* Tests of good fit

* Kolmogorov-Smirnov (K-S)
* Analyze 2 Nonparametric Tests = Legacy Dialogs = 1-Sample K-S
* Required p > .05 (non significant)

e Shapiro-Wilk (S-W)
* Value should be around 1

Co-funded by = EI!'IA
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What Do We Do in Case of Parametric
Assumptions Violation?

* Note: Despite the advantages of non-parametric analysis (such as in cases
where we don't know the population distribution), there are drawbacks:

* Lower statistical power (1-8) — increased risk of Type Il errors. For example,
we might need a larger sample to achieve the same power as a parametric
analysis.

* Do We Settle for the Loss of Statistical Power? Not necessarily. We can
attempt an intermediate solution: make our data parametric!
* Addressing skewness in the distribution.
* Handling outliers.
* Checking for linearity.
e Addressing unequal variances.

* This approach can potentially preserve the advantages of parametric
analysis while dealing with the challenges posed by non-parametric
situations.
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Data Transformations

e Data Trimming: Handling Outliers
» E.g., 2-3 standard deviations above/below the mean.

e Data Transformations: statistically acceptable

* The only thing to watch out for is the interpretation of the
data!

e Transformation is the process where a mathematical
formula is applied to our data (to each score) to
address issues like non-normality.

* Caution: Only in cases of models involving the relationship
between variables (e.g., regression analysis), can
transformation be applied to a single variable. In variable
comparisons, all variables must be transformed.

* Feel free to try multiple alternatives and choose the best
onel
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Popular Transformations

+*Use “Compute” function in SPSS

Logarithmic Transformation (positive skewness, non-linearity)
e Cannot be applied to zero or negative values (unless a constant is added to all values).

Square Root Transformation (Positive Skewness, Lack of Linearity)
* Same issue with negative values.

 Reciprocal Transformation (1/X)
 Minimum becomes O (for very large scores).
* Inversion of small and large scores*.
* Cannot be applied to zero values.

Inverse Transformation (Using any of the previous methods: Negative
Skewness)
* Feel free to try these transformations and choose the one that best fits your data!
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Suggested Transformations

* As su%lgested by Tabachnick and Fidell (2007) and Howell (2007), the following guidelines
(including SPSS compute commands) should be used when transforming data.

 If your data distribution is... Use this transformation method.
* Moderately positive skewness Square-Root
- NEWX = SQRT(X)
» Substantially positive skewness Logarithmic (Log 10)
« > NEWX = LG10(X)
» Substantially positive skewness (with zero values) Logarithmic (Log 10)
e > NEWX=LG10(X + C)
* Moderately negative skewness Square-Root
« = NEWX = SQRT(K—X)
* Substantially negative skewness Logarithmic (Log 10)
- NEWX = LG10(K — X)

* C=aconstant added to each score so that the smallest score is 1. K = a constant from which
each score is subtracted so that the smallest score is 1; usually equal to the largest score + 1.
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SPSS Exercise Data

* Festival data
 Compute variable

* Transforms: Ln, SQRT

* Histograms
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Non Parametric Tests

Co-funded by :E’-'L’Eoﬁl:zlo%
the European Union e

Parmership Agreement
2021-2027



Chi-Square test (x?
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Parametric vs. Non-Parametric Analyses
- Pammewic  NonParamewic

Single sample t-test Chi-square test for goodness of fit

o Chi-square test —testing whether Observed Frequency distribution differs in statistically
significant way from Expected Frequency

o 1 variable: Criterion for good fit/appropriateness.
o 2 variables: Independence.

o Requirements:
o Qualitative data - categorical scale.
o Frequencies.
o Prediction of the number of participants in each category.
o 20 participants per variable, 5 per cell.

o Each participant contributes to onlv one cell.
Co-funded by = 5%?012\7
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X?: 1 variable - goodness of fit

* Instead of a One-Sample t-Test
* To test the differences between observed (actual) and expected (random) variables - Deviation from a random model:

* X*=Z[(0O-E)*/E]
* x%*=7[(Observed - Expected)? / Expected]

+* Example

Students’ Study Method

Regular Irregular Combined Total

51 27 42 120
A=N/k=120/3= .

df=k-1=3-1=2
x2=[(51-40)? / 40] + [(27 - 40)? / 40] + [(42 - 40)? / 40] = 7.35 > 5.99 (critical value from table)
x%(2) = 7.35, p = .025
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X% - Independence of Measurement

Differences between Observed and Expected Variables
(When the Two Variables are Independent)

Test for Independence of the Two Variables

Double-Entry Cross Table
* Use absolute frequencies, not percentages (convert if N is

known).
* Example
Teaching Low Average Total
Method
New 6 15 23 44
Old 10 8 24 42
Total 16 23 47 T=86
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Hypotheses

* HO: the two variables (performance and teaching method) are
independent.

or

* The number of students with low, moderate, and high performance will be
equal for both teaching methods.

 H1: The two variables are dependent (related to each other).
or

* The number of students with low, moderate, and high performance will be
different for the two teaching methods.
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X? - Calculation

* Calculate x? with the same formula Calculation for A

* x*=Z[(0-E)*/E] A=(T*2)/T

* x*=[(6-8.19)*/8.19] +[(15 - 11.77)*
/ 11.77] +[(23 - 24.05)* / 24.05] + [(10
-7.81)2/ 7.81] + [(8 - 11.23)2 / 11.23] Al =

44 * 16) / 86 = 8.19
+[(24-22.95)2 / 22.95] =3.11

(
A2 = (44 *23)/86 11.77
e df=(2-1)*(r-1)=2 A3=(44*47)/86 24.05
e 3.11 >5.99 (critical value from table) Ad = (42 . 16) / 36 =7.81
» Therefore we accept HO: x? (2) = 3.11, AS = (42 23) / 86 =11.23
ns A6 = (42 * 47) / 86 = 22.95

* If we aceepted H1 we should test in
pﬂlrsh low - average, low - high, average
18

* Bonferroni correction: oo =.05/3 =.017
Al+A2+...+Ai=T (here
86)

Co-funded by E_E@ﬁg@%
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SPSS: x?

* 1 qualitative variable

* Analyze --> Nonparametric tests --> legacy
dialogs --> chi-square

* 2 qualitative variables
* Analyze --> Descriptive statistics --> Crosstabs
* Statistics: choose x* or other test
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Mann-Whitney U-Test

Instead of t-test - independent samples

Using data on an ordinal scale:

* HO Correct: The hierarchical order in Group A will not be
systematically higher/lower than Group B.

* HO Incorrect: The hierarchical order in Group A will be
systematically higher/lower than Group B.

It tests whether the hierarchical scores of the two
samples are randomly mixed or systematically clustered
at different extremes of the scale.

Procedure:
e Rank groups A & B (from lower to higher).

* Compute UA and UB: How many scores from the other group
follow the sequence of this specific score.
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Calculation for Mann-Whitney U
. |orderedScores |Pointsfor | Pointsfor |

Rank

O 00 N o i B W N B

O S
N - O

Score
2
6
8
9
15
18
27
48
63
68
71
94

Sample

(A)
(A)
(B)
(A)
(A)
(B)
(A)
(A)
(B)
(B)
(B)
(B)
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6 points
6 points

5 points
5 points

4 points
4 points

Sample B

4 points

2 points

0 points
0 points
0 points
0 points
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http://faculty.vassar.edu/lowry/utest.html

Mann-Whithey U Assumptions

* NOT required:
* Normal distribution
* Homogeneity of Variance

* Assumes:
* DV is continuous
* Few equal rank scores (hierarchical order)
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Mann-Whitney U-Test

* EXAMPLE: Comparing men to dogs regarding the
number of behaviors typically exhibited by dogs.
Sample of 20 "individuals" from each group.
Natural observation for 24 hours and recording

of behaviors.
* Checking the normality of the distribution:

Tests of Normality

Kolmogorov-Smirnov® Shapiro-Wilk
Species Statistic df Sig. Statistic df SI9639
Dog-Like Behaviour Dog 244 20 .003 .899 20 4
Man 375 20 109 933 20 C 176 )

a. Lilliefors Significance Correction
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Mann-Whitney U Calculation

http://faculty.vassar.edu/lowry/utest.html

Ranks
Species N Mean Rank | Sum of Ranks
Dog-Like Behaviour Dog 20 20.77 418.50
Man 20 20.23 404.50
Total 40

- “Descriptive information using our ranked data (rankings)

* Informs us about which group has the lowest and highest scores.

Test Statistics®

Dog-Like

Behaviour

Mann-Whitney U
Wilcoxon W
7d

Asymp. Sig. (2-tailed)
Exact Sig. [2*(1-tailed Sig.)]

|

404.500

-.150
.881

.8834

a. Not corrected for ties.

b. Grouping Variable: Species

v There is no statistically
significant difference in
"dog-like" behaviors
between men and dogs.
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http://faculty.vassar.edu/lowry/utest.html

Mann-Whitney U-Test

Results
* Men (Median = 27) did
not significantly differ
from dogs (Median = 24) LS B

in the number of "dog- g o
like" behaviors exhibited
(U = 1945, P = 881) L

10.60 ~

Dog Man

e Can also calculate effect

Size . Figure 7.1 Boxplot for the dog-like behaviour in dogs and men

r=Z/vN =-0.15/v40 = -
.02
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Wilcoxon Signed-Ranks Test

* Alternative to t-test — repeated measures

* Ordinal[scale data (can be assigned ranks)

A/a
2V

A Uk~ W N B

reatments
2 Awadopa lepopy. Zelpa

18 43 +25 6 (largest)
D 14 +5 2

D1 20 -1 1 (smallest)
B0 48 +18 5

14 21 +7 3

12 4 -8 4

* Summary of rankings whose difference is positive: 6 + 2+ 5+ 3 =16

e Summary of rankings whose difference is negative: 1 +4 =5

 Wilcoxon T smallest of the two values: 5
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Assumptions of Wilcoxon Signed-Ranks

* NO distribution normality assumed

Assumptions:
e DV continuous

* Few identical/tied scores (rankings)

* |f there several scores have 0 ranking, we distribute the tied ranks equally
between the groups of values with negative and positive signs.

* |f two scores have the same difference, assign them the average of the tied
ranks (e.g., a tie between the 3rd and 4th rank will result in a rank of 3.5 for
both scores).
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Wilcoxon Signed-Ranks Test

* EXAMPLE:

* Do hidden messages in TV ads affect beverage consumption?

* 32 pps, half see ad without hidden message first, after 6 months same spot with
hidden message. The other half followed the reverse order.

* DV: How many beverages consumed the week after watching the ads.

* |f HO correct: the difference between rankings will not be systematically
positive or negative

e Uniform mixture of positive and negative score differences.
* No difference between conditions

* |f HO incorrect: Systematic difference in scores, more positive or negative
 Sign. difference between conditions
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Wilcoxon Signed-Ranks Test: Results

e Assessing normalitv of distribution:

Tests of Normality

* Test Re

Kolmoqorov-Smirnova Shapiro-Wilk
Statistic df Si Statistic df Sig.
Message A77 32 .012 .961 32 .296
No Message .236 32 .000 914 32 .014
a. Lilliefors Significance Correction
Smaller of the 2, compared to critical value
Ranks from table
No Message - Message Negative Ranks 3 b Meanﬁf? Z _ 0'71'&:?;8
Positive Ranks 170 17.32 294.50 T-
Ties 4
Total 32
a. No Message < Message T
b. No Message > Message T+
C. Message = No Message
= EZNMA
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Wilcoxon Signed-Ranks:

Results

Test Statisticd®

* Transformation to Z score No Massage
9 - Message
o . Z "3 O94%
Follows normal distribution Asymp. Sig. (2-taited) 036
(u =0,0= 1) & Based on negative ranks.
b. Wilcoxon Signed Ranks Test
20,00 - 2 : :
Non parametric test is not
o S influenced by outliers!
15.00 —

t0.00

5.00 -

Beverages Consumed

Conclusion: The number of beverages

consumed after the subconscious message

D —

No message Message

Message condition

(Mdn = 9) is significantly lower than
beverages consumed after the regular
advertisement(Mdn = 11),
T=111.50,p=.036
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Kruskal-Wallis Test
* Alternative to One-Way ANOVA, independent

groups

* Ordinal scale data

1. Original Data {numerical scones)

Trestmants | rad Scoe )
!

4 Ordinal Data {ranked scomes)

Treatments (fanked scomres)

i
9
&
T

2. Find the rank of each scom
Numerical Scom Ordinal Rank
il 2 1
26 a 2
B 5 15
14 5 15
1 a 5
20 e B
12 7
14 o
14 o
14 ]
16 11
m 19 12
15 20 13
B 21 14
a 26 15
12
4. Ranks In each treatment summed o alve T
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Kruskal-Wallis Test

* If HO is true: Hierarchy under a condition (T) will not be systematically
higher or lower than others. No difference between the conditions.

* If HO is false: Hierarchy under at least one condition (T) will be
systematically higher or lower than another condition. There is a
difference between the conditions.

e Does NOT assume normal distribution

Co-funded by
the European Union




Kruskal-Wallis Test

* In case of a statistically significant result in the Kruskal-Wallis Test —
which groups differ?

* We employ Mann-Whitney U tests between pairs of groups.

* Critical value might require Bonferroni correction (= o / number of
comparisons)

* Not all possible comparisons, only theoretically meaningful ones.
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Kruskal-Wallis Test

* EXAMPLE: Treatment of fear of clowns in
children. 3 groups (15 children/group), different
positive information about clowns.

* A) McDonald's Advertisements
e B) Story
* C) Real Clown

* Also, 1 control group

* Dependent variable: Clown phobia assessment
(ascending scale, 0-5).
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Kruskal-Wallis Test

in nAarmAalitvy AF AicrriliitiAn
* Assessi +

Tests of Normality

* Test Res

Kolmogorov-Smirnov® Shapiro-Wilk
Format of Information | Statistic df Sig. Statistic df Sig.
Fear beliefs  Advert 173 15 .200* .897 15 .086
Story 217 15 .056 .855 15
Exposure .230 15 .032 ) .867 15
None 419 15 .000 .603 15
" This is a lower bound of the true significance.
a. Lilliefors Significance Correction
Ranks
Format of Information N Mean Rank
Fear beliefs  Advert 15 45.03
Story 15 21.87
Exposure 15 23.77
None 15 31.33
Total 60
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Kruskal-Wallis Test

* Test Prerilee:

Ranks
Format of Information N Mean Rank
Fear beliefs  Advert 15 45.03
Story 15 21.87
Exposure 15 28.77
None 16 31.33
Total 60
Test Statistics®P
Fear beliefs
Chi-Square 17.058
df 3
Asymp. Sig. .001

a. Kruskal Wallis Test

b. Grouping Variable: Format of Information

Following x? distribution, df = k -1

k = number of groups

5.00 7 —l— D
4.00 o
< 3.00
&
O
5]
i 2.004
1.00 4 l I
0.00 4
T 1 G =
Advert Story Exposure None

Format of information

Figure 7.3  Boxplot for the fear beliefs about clowns after exposure to
different formats of information (adverts, stories, a real clown or nothing)

Conclusion: Different presentation
methods of positive information
about clowns affect children's fear

ratings.
Which groups differ though?
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Kruskal-Wallis Test - Mann-Whitney Post-Hocs

Use Mann-
Whitney U test
between group
pairs. Not all
possible
comparisons, but
only theoretically
meaningful ones.

ritical value may
need Bonferroni
correction (= a /
number of
comparisons) =2
.05/3 =.0167

LAdvert vs. control:

Story vs. control:

Test Statistics?

Fear beliefs
Mann-Whitney U 37.500
Wilcoxon W 157.500
z -3.261
Asymp. Sig. (2-tailed) 001 D
Exact Sig. [2*(1-tailed Sig.)] .001@

a. Not corrected for ties.

b. Grouping Variable: Format of Information

Exposure vs. control:

Test Statistics”

Test Statistics®

Fear beliefs

Mann-Whitney U 65.000 |
Wilcoxon W 185.000
Z -2.091
Asymp. Sig. (2-tailed) .037
Exact Sig. [2*(1-tailed Sig.)] 0508

a. Not corrected for ties.

b. Grouping Variable: Format of Information

Fear beliefs

Mann-Whitney U

Wilcoxon W

74

Asymp. Sig. (2-tailed)
Exact Sig. [2*(1-tailed Sig.)]

72.500
192,500
-1.743
.081
.0984

a. Not corrected for ties.

b. Grouping Variable: Format of Information
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Kruskal-Wallis Test — Reporting Results

Children's fear of clowns was significantly influenced by the way
information was presented (H(3) = 17.06, p = .001). This result was
further explored with Mann-Whitney tests, using Bonferroni
correction with a significance level of .0167.

Children's fear significantly increased after watching advertisements,
compared to the control group (U = 37.50, p =.001). However,
children's fear did not significantly change after hearing stories or
being exposed to a real clown (U = 65 and U = 72.5 respectively).
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Friedman Test

e Alternative to one-way ANOVA, repeated measures
e Data on a hierarchical (ordinal) scale
 Does NOT assume normality
* Requires continuous DV

e If HO is true:

* The ranking of a group or time-point measurement is not systematically greater or
smaller than the ranking of another time point.

* No difference between conditions.
e If HO is false:

* The rankings of at least one group or time-point will be systematically greater or
smaller than the hierarchical order of another time point.

* There is a significant difference between conditions.
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Friedman Test - Moapadeypa

* EXAMPLE: Television Program Influences on Daily Life of Couples. 54
couples watch 3 types of programs, in random order.

* Dependent Variable: How many times they argue within the next
hour after watching.
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Friedman Test

* Assessment of normality of distribution:

* Test Re:

Kolmogorov-Smirnova Shapiro-Wilk
Statistic df Sjg | Statistic df Sig.
Eastenders 137 54 .013 914 54 001
Friends 150 54 .004 .943 54 .012
National Geographic 121 54 .046 / .943 54 012 /
~—"
a. Lilliefors Significance Correction
Ranks Test Statistics® Following x2
i Mean Rank N 54 distribution,
Eastenders 2.29 Chi-Square 7.586 _
| o df =k -1
Friends 1.81 2 = b ¢
National Geographic 1.91 Asymp. Sig. 023 ) = numpber o
a. Friedman Test conditions
= EZMNMA
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Friedman Test — Wilcoxon Post-Hocs

* Using the Wilcoxon Signed-Ranks test among pairs of conditions. Not all possible comparisons,
only theoretically significant ones.

* Critical value might need Bonferroni correction (= a / number of comparisons).

o —
- - Ranks
L L . _ N Mean Rank
Nationa! Geographic Negative Ranks 318 28.85 = OfEF;inrlfs :
- Eastenders Positive Ranks 1gb 18,96 330‘00 :
) — Ties 5¢ 0
E 10.00 = Total 54
% Natfonal Geographic Negative Ranks 21d 22.00 “262 7
s - Friands Positive Ranks 24° 2 w0l
O ‘ 3.88 573,00
: Ties of
£
g - : Total 54 :
E —l— 8. National Geographic < Fastenders Test Statistics®

o b. Natioral Geographic » Eastenders

¢. Eastenders = National Geographic NationaF National
- N & ok G < s s, | Cogtoone-
: . : &. National Geographic > Friends 4 58158 50
Eastenders Friends National 1. Friends = Nationat Geographic Asymp. Sig, {2-tailed) 005 530

Geographic
gray a. Based on positive ranks,

TV programme
Figure 7.4 Boxplot for the number of arguments had after watching
Eastenders, Friends or a National Geographic programme about whales

b. Based on negative ranks,

¢. Wilcoxen Si Tesl
— EXNA

i=mm2021-2027
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Friedman Test — Reporting Results

The number of arguments between couples significantly varied depending on the
TV program they watched (x* = 7.59, p = .023). This result was further explored
using Wilcoxon tests, for which Bonferroni correction was applied — the
significance level used was .025.

Watching the soap opera led to a significant increase in arguments compared to
watching the documentary (Z = 330.50, p = .005). In contrast, arguments were not
significantly affected by watching the sitcom 'Friends,' compared to watching the
documentary (Z = 462, p > .05).

In conclusion, it appears that watching the soap opera results in a significant
increase in arguments between couples compared to watching the documentary,
while watching the sitcom does not cause any differentiation compared to the
control condition.
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Summary - SPSS

* Nominal or Ordinal Variables
* Non-parametric tests have fewer assumptions but also less power — higher chance for Type Il error

e Chi-square test (one-sample t testt)
* 1 qualitative variable: Analyze = Nonparametric tests = legacy dialogs = chi-square
* 2 qualitative variables: Analyze = Descriptive statistics = Crosstabs

* Mann-Whitney U (t-test independent measures)
* Analyze> Non-parametric tests - Legacy Dialogs = 2 Independent Samples

* Wilcoxon Signed Rank (t-test repeated measures)
* Analyze> Non-parametric tests - Legacy Dialogs = 2 Related Samples

* Kruskal-Wallis (One-way ANOVA - independent measures)
* Analyze—> Non-parametric tests = Legacy Dialogs = K Independent Samples

* Friedman (One-way ANOVA - repeated measures)
* Analyze=> Non-parametric tests - Legacy Dialogs = K Related Samples
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Statistics

Principal Components Analysis (PCA)
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Factor Analysis (FA) & Principal Components
Analyis (PCA)

Suitable to reduce our data by using less variables

* Especially in Psychology, we often deal with difficult to
measure phenomena or constructs (unlike direct
measurement in positive sciences)

* Utilizing various measurements (e.g., survey
guestions).

* All these parts might be components of a common factor,
hidden behind them.

o Alternatively: describe the association between variables and
confirm theories about these associations.

o Objective: Discover these common patterns, the underlying
(hidden) factors expressing our various measurements.

o Find the smallest number of factors expressing the largest
possible percentage of the initial variance.

Co-funded by = EZI1A
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Basic Principles

dTwo highly correlated variables likely represent the same phenomenon.

* Combining them into a factor simplifies the studied phenomenon and

reduces measurement errors/noise.
* E.g. years of service in a job (e.g., mail carrier) and the number of delivered letters

» - Professional Experience: The type of "factor" or "principal component" we aim to
discover.

» Different phrasing of our objective::
* To summarize relationships among a large number of variables concisely and
accurately, so as to make a concept or quality more understandable.
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Alcohol
Use X1

Substance

Marijuana | .
Use X2 . '~

Hard Drug [ "~ .0 / ,
Use X3 | ™~ o7~ o7
Distress |-~ ~T_ 0N
Y1l RN
Self-Esteem ¢~ .“ /7~ Psychosocial
Y2 e Functioning

4 F2
Powerless-

ness Y3 pCA-FA example with 3 main (continuous line) loadings
and 3 non significant (dotted lines) loadings for each
factor.

Co-funded by
the European Union




PCA

(JExplains the Total Variance in our dataset (Common, Unique, & Error)

o Extracts the maximum possible percentage of variance using the minimum number of
components.

o Good method to decrease the number of our factors

o principal components are linear combinations of the original factors and can be thought of as
“new” factors

o Initial factors need to be correlated and have similar variances

* The first component accounts for the highest percentage of variance.

e Each subsequent component accounts for as much remaining variance as
possible.

 All variance is fully accounted for if all components are retained.
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PCA Assumptions

* There needs to be a linear relationship between all variables.

* The reason for this assumption is that a PCA is based on Pearson correlation
coefficients, and as such, there needs to be a linear relationship between the
variables

* You should have sampling adequacy
* for PCA to produce a reliable result, large enough sample sizes are required.

* Your data should be suitable for data reduction.

* Effectively, you need to have adequate correlations between the variables to
be reduced to a smaller number of components.

* There should be no significant outliers.
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Independence Between Factors

e Note: Principal Components (PCs) are not correlated to one another

* We want PCs to be independent from one another
* c.f correlation matrix

* Lack of correlation guarantees independence of PCs only when our
data are normally distributed
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Markers of Principal Components

« Communalities (based on Eigenvalues): Percentage of variance
accounted for by all factors

 Similar to R? in Regression Analysis

* Loadings:
Percentage of variance of each (initial) factor that is accounted for by
each factor
e Similar to B
> .5 strong
* >.3 2 medium
¢ <.3 2> small
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Ininvne Toaovons, Iav

MOTaEo Lompoanegnt Matng

Component
3 4 5 i
ghg23d RE L0600 -011 142
ghq27? J024 137 Jaz
ghq2s 011 076 203
ghg24 J16D 220 126
ghq23 ,308 214 oo
ghq22 ,350 1B -3z
ghq26 317 140 -143
ghqld - 040 &2 183
ghq1d AT 135 -025
ghq20 J024 228 035
ghql7 123 - 025 A7
ghqls 264 050 -D52
ghql6 .22 158 280
ahq2 L1150 188 -7
ghq1 011 126 il
gho3 RE:D 244 177
ghg2i 014 - 026 281
ghq1d 100 73
ghql2 - 147 n4z
ghql4 L2380 136 1486
ghqt1 174 010 408
ghql3 482 152 126
ghas 74 JA54 055
ghqd 235 JEBR o7
gha 104 Caan)| e
gho L350 AZ6 135
ghad ) 158 204 56
ghqd 330 042 - 115 501

Exiraction Method: Principal Component Analysis.
Rotation Method: Varmax with Kaiser Normalization.
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15t Important Question: How Many
Principal Components?

e Retaining all factors (e.g., 12 distinct survey questions) perfectly
expresses all our data - but we did not actually summarize.

* With very few variables (e.g., 1), significant pieces of information
hidden within the total variance might be lost.

* So, which is the optimal number of principal components needed to
summarize our data adequately? Alternative ways to decide:
 Kaiser criterion: Statistical test (eigenvalues > 1)
* Scree Plot: Where we have a decrease of the steepness of change in the gragh
* As many needed to account for 70-80% of the total variance
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Scree Plot: One Method To Assess The Optimal Number of PCs

Bgenvalue

[ = 2

1 = 1 3 < E T a = 1 11 1z 11 14 1< 1 ir 132
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2" Important Question: Interpretation of PCs

* Most often the next step is the rotation of the principle components
* Rotations of axes XY

* Might significantly improve the interpretation

Does not change the
3 x2 percentage of total
variance accounted for,

o, BUT the percentage of
P variance accounted for
by each factor, therefore
the identity/nature of

each factor as well
Co-funded by = EZI1A
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Usual Rotation Methods

No rotation
* Even though default option in SPSS, rarely selected. It is more or less always good to include a rotation.

Varimax rotation
» Simplifies PCs, maximizes loadings.
* The most usual choice.

Quartimax rotation
* Simplifies PCs, minimizes the number of PCs needed to summarize each factor.

Equimax rotation
e Balanced intermediate of Varimax and Quartimax.

o Non orthogonal rotations... (e.g. “Direct Oblimin”, “Promax”)
More complicated
Pcs are not independent, might be partially correlated
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Example: Unrotated solution

Component Matfix

Component
1 2

COLOR | .760 | -.576
AROMA| 736 | -.614
REPUTA -.735 | -.071
TASTE | .710 | -.646
COST 580 | 734
ALCOHQ .632 | .699
SIZE 667 | B75

aroma g 0 lar
tasie

=ize
.-l
" alch
rosl

Extraction Method: Prnncipal Compone
a.2 components extracted.

Iesinvne Toaotons, [Movemonjmoe Epymys — Tijpe Fueporoyiog

reput ®
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Example: Solution after Rotation

Rotated Component Matfix

fagie ™

1 aroma
color

siEe
s alch
L + 1

Component
Al 2
TASTE 960\ -.028
AROMA 958 |1.E-02
COLOR 952 /|6.E-02
SIZE 7.E:
ALCOHOWY2 E-02
COST -061 |\,
REPUTAT] <512 | -533)

Extraction Method: Principal Component Analy:
Rotation Method: Vanmax with Kaiser Mormaliz

a. Rotation converged in 3 iteration

Ievinvme Towotons, Ilovemomime Epimyc — Tuqpa Fuyoioyiog
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Rotations: Main Points

* No rotation needed with only one factor

* Orthogonal rotations are all mathematically similar, some create a
result more easy to interpret

e Varimax: usually the best performing and easier to interpret,
therefore the most extensively used
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Steps for PCA

Compute Correlation Matrix: Calculate correlations among variables.
2. Build Full Model: Include all factors initially.

Decide on Retained Factors: Determine how many factors to keep based on:
* Total Explained Variance
* Percentage of Variance Explained per Variable
* Interpretability
* Replicability

PCs “rotation” and naming (interpretation) (can be quite tricky sometimes)

5. Computing “factor scores” (replacing initial datapoints with the new datapoins of the reduced
number of factors - PCs)

6. “Apply” the selected solution (number of PCs)

e Theoretical implications — understanding of the reduced dataset

e Statistical implications — we can use the new composite principle component scores in further statistical
analyses
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To Conclude...

* We often have more quantity and depth in our data than we can
intuitively comprehend

e Both FA and PCA summarize our data

* This option proves invaluable, enhancing our understanding and
enabling clearer insights.
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Statistics

Factor Analysis (FA)
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Factor Analysis (FA) & Principal Components
Analyis (PCA)

Suitable to reduce our data by using less variables

* Especially in Psychology, we often deal with difficult to
measure phenomena or constructs (unlike direct
measurement in positive sciences)

* Utilizing various measurements (e.g., survey
guestions).

* All these parts might be components of a common factor,
hidden behind them.

o Alternatively: describe the association between variables and
confirm theories about these associations.

o Objective: Discover these common patterns, the underlying
(hidden) factors expressing our various measurements.

o Find the smallest number of factors expressing the largest
possible percentage of the initial variance.
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Basic Principles

dTwo highly correlated variables likely represent the same phenomenon.

* Combining them into a factor simplifies the studied phenomenon and

reduces measurement errors/noise.
* E.g. years of service in a job (e.g., mail carrier) and the number of delivered letters

» - Professional Experience: The type of "factor" or "principal component" we aim to
discover.

» Different phrasing of our objective::
* To summarize relationships among a large number of variables concisely and
accurately, so as to make a concept or quality more understandable.
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Alcohol
Use X1

Substance

Marijuana | .
Use X2 . '~

Hard Drug [ "~ .0 / ,
Use X3 | ™~ o7~ o7
Distress |-~ ~T_ 0N
Y1 SRR
Self-Esteem ¢~ .“ /7~ Psychosocial
Y2 7 Functioning

7/

F2

Powerless-
ness Y3 Example of PCA-FA each with 3 main (bold-faced)
loadings and each with 3 inconsequential (dashed-line)
loadings.
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Factor Analysis

U Types:
* Exploratory Factor Analysis (EFA)
* Confirmatory Factor Analysis (CFA)

* Assumptions
* Normally distributed data
* Variables measured in ratio scale
* Correlation among variables sufficient (r > .20) but not too high (r < .80)
* Linear relationship between the variables (linearity)
* No outliers

o Big enough sample necessary (Comrey & Lee, 1992)
50 cases is very poor, 100 is poor, 200 is fair, 300 is good, 500 is very good, and 1000 or more is excellent.
As a rule of thumb, a bare minimum of 10 observations per variable is necessary to avoid computational difficulties.

o Variables = (3x to 5x) x Factors
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Exploratory Factor Analysis (EFA)

e Used only for the initial exploration and summary of a set of
variables, achieved through their grouping in composite factors

* Goal is to analyze only the percentage of common variance among the
variables

» Useful when our goal is to create/construct factors

* Introduced by Charles Spearman at the beginning of the 20" century
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Example

How Can These Objects Be Grouped?

Factor3d Factord
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Confirmatory Factor Analysis (CFA)

* Test theory-based hypotheses

» Useful for examining whether a hypothesized pattern/matrix of
associations between some variables (correlations) is
verified/supported by our data

* Example...
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EXAMPLE

|' actor?

/é B
|
}G

Levinvie Towovonc, Iloevemonjmo Epyymyc — Tpnjpa

b g Co-funded by = EZI1A
* * " =mm 2021-2027
e the European Union r————

Parmership Agreement
2021-2027



Step to Conduct FA (Similar to PCA)

1. Compute Correlation Matrix
* Note: The main difference is that here we only take into account common variance among the variables

2. Choose the extraction method
. rrincipal factor analysis (also called Principal axis FA), maximum likelihood, generalized least squares, unweighted
east squares

3. Decide the Number of Factors to keep, based on:
* Total Explained Variance
* Percentage of Variance Explained per Variable
* Interpretability
* Replicability

4. Factor “rotation” and interpretation

5. Computing “factor scores” (replacing initial datapoints with the new datapoins of the reduced
number of factors)

6. “Apply” the selected solution (number of factors)
e Theoretical implications — understanding of the reduced dataset
e Statistical implications — we can use the new composite factor scores in further statistical analyses
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FA in SPSS =15t Step

* The quality of our data (relevant to the adherence to the assumptions
presented earlier) can be assessed in SPSS using:
e Keiser-Meyer-Olkin value
e Sample sufficiency (>.50), the closer to 1 the better
* Bartlett’s Test of Sphericity value
* Do the correlations between variables allow the use of FA? (p <0.05)

KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling ~—
Adequacy. 951
Bartlett's Test of Approx. Chi-Square  [44323 516
Sphericity df 1

Sig. 000
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FA in SPSS — 2"d STEP

e Correlation Matrix

1 2 3 4 5
1 1.00
> 0.87 1.00
3 0.04 011 1.00
4 0.06 0.10 0.51 1.00
5 0.14 008 0.61 0.49 1.00
EXZINA
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FA & Differences to PCA

* In many books/articles, PCA (Principal Component Analysis) and EFA
(Exploratory Factor Analysis) are described together.

* Even in SPSS, they are included under the Factor Analysis section.

* However, they are not the same; their logic is different.
* PCA: attempts to account for all the variance
* EFA: accounts only for the common variance among the variables
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PCA vs. EFA

* PCA

e data = variance (+error)

* Error is considered to be equal for all
measurements

* EFA

e data = common variance + specific
variance + error

* The specific variance (that is NOT
common with other variables) might
differ from variable to variable
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PCA vs. EFA Path Diagram: Exploratory factor analysis

EFA PCA
el e2() e3() ed()
\4 \4 \4 \ X1 X2 X3 x4

x1 |[X2 ||x3 || X4 \ \l/
e O

Co-funded by = EZI1A
” i=mm 2021-2027
the European Union oo Avérutn v OAms




Factors VS. Principal Compenents

 Factors are real/existing hidden variables, that cause the covariance
of the measured variables

* Principal Components are empirically defined sums of variables,
without the necessity of a theoretical framework supporting their
hypothesized existence.
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PCA and EFA

e EFA or PCA?

* When variance is similar for all variables, both methods produce
similar results

* If we analyze a large number of variables, both methods will produce
similar results

* If every variable has a different level of noise (unequal variances) it is
preferable to use Factor Analysis (EFA)
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FA 2T0 SPSS

* Choose:
* Analyze > Data reduction = Factor

* Input the variables of interest

e Extraction method: Principal Components (or
other...)

* Define the method of Extraction (e.g. “Based on
Eigenvalue”)

* Tick: Correlation matrix, scree plot
 Select rotation method (usually Varimax)
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https://www.spss-tutorials.com/spss-factor-analysis-tutorial/

Example

* Rate how much you enjoy the following music
genres:

* Country

* Blues

* Classical

* Folk

* Jazz

* Opera

* Rap

* Heavy Metal

Co-funded by Z;_E)E?o%
the European Union S momseocs v s

2021-2027




Correlation matrix

Correlation Matrix

Country
Western Blues or R Classical Heavy Metal
Music & B Music Music Folk Music | Jazz Music Opera Rap Music Music

Correlation Country Western Music 1.000 .035 -.096 .215 -.107 -.014 -.034 -.070
Blues or R & B Music .035 1.000 .209 .167 .556 217 77 .107
Classical Music -.096 .209 1.000 410 .283 .600 .016 .002
Folk Music .215 .167 410 1.000 111 .324 -.058 -.048
Jazz Music -.107 .556 .283 111 1.000 .246 176 .098
Opera -.014 217 324 246 1.000 104 -.005
Rap Music -.034 177 .016 -.058 .176 .104 1.000 .346
Heavy Metal Music -.070 .107 .002 -.048 .098 -.005 .346 1.000
Sig. (1-tailed) Country Western Music .110 .000 .000 .000 .315 112 .007
Blues or R & B Music .110 .000 .000 .000 .000 .000 .000
Classical Music .000 .000 .000 .000 .000 .282 .469
Folk Music .000 .000 .000 .000 .000 .020 .046
Jazz Music .000 .000 .000 .000 .000 .000 .000
Opera .315 .000 .000 .000 .000 .000 423
Rap Music 112 .000 .282 .020 .000 .000 .000

Heavy Metal Music .007 .000 .469 .046 .000 423 .000
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Commonalities

Communalities

Initial Extraction
Country Western Music .105 .381
Blues or R & B Music .337 .565
Classical Music .449 841
Folk Music 251 .384
Jazz Music .358 .602
Opera .386 448
Rap Music 162 515
Heavy Metal Music 129 232

Extraction Method: Principal Axis Factoring.
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Variance explained

Total Variance Explained

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings

Factor Total % of Variance | Cumulative % Total % of Variance | Cumulative % Total % of Variance | Cumulative %
1 2.308 28.854 28.854 1.909 23.868 23.868 1.514 18.930 18.930
2 1.522 19.027 47.881 997 12.461 36.329 1.131 14.139 33.069
3 1.099 13.742 61.623 571 7.140 43.469 172 9.647 42.716
4 1.029 12.867 74.490 493 6.159 49.627 553 6.911 49.627
5 .688 8.594 83.084

6 .564 7.055 90.139

7 428 5.353 95.492

8 .361 4,508 100.000

Extraction Method: Princinal Axis Factoring.
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Scree Plot

Scree Plot

2.5

[

20"

151

1.0

0.0

Factor Number
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The raw factors extracted

Factor Matri»@

Factor
1 2 3 4
Country Western Music -.033 -.170 A27 412
Blues or R & B Music .558 351 .350 -.089
Classical Music .786 -.377 -.284 -.030
Folk Music 432 -.338 184 223
Jazz Music .599 .370 .196 -.262
Opera .617 -.208 -.137 .074
Rap Music .209 .520 -.240 379
Heavy Metal Music .102 371 -.193 217

Extraction Method: Principal Axis Factoring.

a. Attempted to extract 4 factors. More than 25 iterations required.
(Convergence=.006). Extraction was terminated.
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And when they have been tidied up by varimax

Rotated Factor Matri@

Factor
1 2 3 4
Country Western Music -.019 -.028 -.046 .615
Blues or R & B Music 139 .719 134 .103
Classical Music .898 .139 -.021 -.123
Folk Music .485 .104 -.094 .360
Jazz Music .187 734 113 -.126
Opera .646 .162 .066 011
Rap Music .025 .118 .708 -.009
Heavy Metal Music -.019 .064 474 -.058

Extraction Method: Principal Axis Factoring.
Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 5 iterations.
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And how you convert between raw and cleaned up

factors
Factor Transformation Matrix
Factor 1 2 3 4
1 .789 .590 .169 .010
2 -.511 495 .669 -.218
3 -.314 525 -.407 .678
4 133 -.362 .599 702

Extraction Method: Principal Axis Factoring.
Rotation Method: Varimax with Kaiser Normalization.
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Factor Plot (useful?? ...but can be rotated)

Factor Plot in Rotated Factor Space

1.0 blugezs pEsicmusic
5 ' i i
classical opesia rap music
folk @uswhe Ay n%tarp music
Factor 2 0.0 country w gstern musi
-5

1.0 1.0

(6]
-I
(6]
-I
ol
o

' 0.0 00
Factor 1 Factor 3
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To CONCLUDE

* We often have more quantity and depth in our data than we can intuitively
comprehend

* Both FA and PCA summarize our data
* There are significant similarities but also differences between the two methods
* Choice of the most appropriate option depending on our goals
* The difference is smaller when we have large datasets and big numbers of variables

* This option proves invaluable, enhancing our understanding and enabling
clearer insights.
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Statistics

Cluster Analysis (CA)
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What is Cluster Analysis (CA)?

* Another exploratory method aiming to identify homogenous groups
of cases, for groupings not previously known (a posteriori grouping,
on the basis of how closely associated they are)

* Typically used when no assumption about the likely relationships within the
data

* Can handle binary, nominal, ordinal, and interval and ratio scale data
e Often used in conjunction with other analyses (such as discriminant analysis).
* Recently often used in machine learning, data mining, and big data analysis.

o The primary value of cluster analysis lies in the classification of data, as suggested
by "natural” groupings of the data themselves.
- Cluster analysis is comparable with factor analysis in its objective of assessing structure;

cluster analysis differs from factor analysis in that cluster analysis groups objects, whereas
factor analysis is primarily concerned with grouping variables.
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Example

How Can These Objects Be Grouped?

Factord Factor4d
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Use / Interpretation of Cluster Analysis (CA)

* Interpretation of the researcher is important, to decide if the result is
meaningful

* An process of knowledge discovery or interactive multi-objective optimization
that involves trial and failure

 “Clustering is in the eye of the beholder" (Estivill-Castro, V., 2002)

* Typical applications
* As a stand-alone tool to get insight into data distribution
* As a preprocessing step for other algorithms

Co-funded by
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https://en.wikipedia.org/wiki/Knowledge_discovery

CA Applications in Social Sciences

* Cluster analysis was originated in anthropolog?; by Driver and Kroeber in
19321 and introduced to psycholo%/ by Joseph Zubin in 19382l and Robert
Tryon in 193931 and famously used by Cattell beginning in 19434l for trait
theory classification in personality psychology.

(Source: Wikipedia)

« EXAMPLE: Identify student groups that need special attention

* Researchers may measure psychological, aptitude, and achievement _
characteristics. A cluster analysis then may identify what homogeneous groups exist
among students

* Potential Clusters:
* high achievers in all subjects
* students that excel in certain subjects but fail in others
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https://en.wikipedia.org/wiki/Cluster_analysis#cite_note-1
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https://en.wikipedia.org/wiki/Personality_psychology

Different Types (Methods) for CA

3 methods for CA:

* K-means cluster - quickly cluster large data sets.

* Define the number of clusters in advance. Useful to test different models with a different
assumed number of clusters.

e Hierarchical cluster - the most common.

» Series of models: 1 (all cases in one cluster) to n (each case is an individual cluster). Can
also cluster variables together, like FA. Can handle nominal, ordinal, and scale data;
however it is not recommended to mix different levels of measurement.

* Two-step cluster analysis 1) pre-clustering and 2) hierarchical
methods. Combination of the above 2 methods.
e Can handle large data sets that would take a long time to compute with hierarchical

cluster methods. Can handle scale and ordinal data in the same model, automatically
selects the number of clusters.
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https://www.statisticssolutions.com/free-resources/directory-of-statistical-analyses/data-levels-and-measurement/

Organizational Principles of Different Types
(Methods) for CA

* 3 methods for CA:

 K-means cluster.

* Centroid-based clustering: each cluster represented by a central vector, not necessarily a
member of the data set.

* k cluster centers, squared distances from the cluster are minimized
* Usually require k to be specified in advance

* Prefer clusters of approximately similar size, might incorrectly cut borders of clusters (which is
not surprising since the algorithm optimizes cluster centers, not cluster borders).

e Hierarchical cluster.

* Connectivity-based clustering: objects more related to nearby objects than to objects farther
away

* Extensive hierarchy of clusters that merge with each other at certain distances.

* Potential for "chaining phenomenon": outliers will either show up as additional clusters or
even cause other clusters to merge

* Two-step cluster analysis
e Combination of the above 2 methods.
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K-Means Clustering

The K-Means Clustering Method

* Example

O
1 <

; N N8
00°147247:47id7:d7:d"17:d:d ]

K=2
Arbitrarily choose K
object as initial
cluster center

E—_

Assign
each
objects
to most
similar
center

L]
. [
8 A
, |
AT N
LT A »
J AT \
: ‘\m.___x %pdate
~ \ €
; P cluster
12 3 4 & & T B 8 1w means
T reassign
|
\\
[ |
(eAD
\ /V )," Update
~ the
( W cluster
o 1 2 3 4\5_.5-—'.7 L3 L) 0 means

! reassign

K-means cluster.
+

* relatively
efficient
and easy

e not suitable

for

categorical

5D data

e kneedsto

-

e ]

ssssssssssss

be
specified in
advance

* bad with
noise /
outliers
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Hierarchical Clustering

Distance Between Clusters

> lterative Procedure

1.

Between-cluster dissimilarity measures

(Linkage for hierarchical clustering)

.%'o—:. K

Single (Mmunimum) Complete (maximum)

Elongated clusters Compact clusters
Sensitive to outliers Sensitive to outliers

2.
. —2° ="
go—o
Distance between centroxds Average (Mean) linkage 3.
Less ul:x::\l:‘::.:ulhun
* Hierarchical algorithms can be agglomerative 4.

(bottom-up) or divisive (top-down).
Agglomerative algorithms begin with each
element as a separate cluster and merge them in
successively larger clusters. Divisive algorithms
begin with the whole set and proceed to divide it
into successively smaller clusters.

Co-funded by

the European Union

Randomly generate k clusters
and determine the cluster
centers, or directly

generate k seed points as
cluster centers.

Assign each point to the
nearest cluster center.
Recompute the new cluster
centers.

Repeat until some
convergence criterion is met
(usually that the assignment
hasn't changed).
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Single Linkage Method: Nearest Neighbor

siﬁ!ilar :

3

o Ll e
@i 8 ¥

Figure 3

Figure 3 shows how the simple linkage method works. If we measured 5 animals on their
physical characteristics (colour, number of legs, eyes etc.) and wanted to cluster these animals
based on these characteristics we would start with the two most similar animals. First, imagine
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Hierarchical Clustering

2 Hierarchical cluster.
Distance Between Clusters .

Between-cluster dissimilarity measures

(Linkage for hierarchical clustenng)

2o—2o° O o

Complete (madmum)

Compact clusters
Sensitive to outliers

Single (Mmenimum)

Elongated clasters
Sensitive to outliers

. ﬁ
H
Average (Mean) linkage

In between
Less sensitive to outliers

Distance between centrods

Simple and fast

Can handle _
nominal, ordinal,
and scale data

Apart from

cases, it can also
cluster variables
together, like FA.

Does not yield
the same result
with each run,
since the
resulting clusters
depend on the
initial random
assignments.
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CA In SPSS

 Choose:

 Analyze = Classify—>
* Two-step cluster
* K-Means Cluster
* Hierarchical Cluster
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Example

* Clusters of students emerging based on
standardized test scores in mathematics,
reading, and writing.

* Use hierarchical cluster analysis.

* 3 basic steps:
1. calculate the distances,
2. link the clusters, and

3. choose a solution by selecting the right number
of clusters.
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CA In SPSS

18 Education Fxample.sav [DetaSet1] - PASW Statintics Duta Fditor

I »
Sl e = ... IEB%§J@§%
| [ Name = Ty Tabies ’ alues | Missing | Columns Align | Measure Role
1 Test Scofa Numeri Campere Mesns b fth Im Nono None 8 3= Right & Scale N Input
2 Test2_Score Numer|  Genersl Lieer Model * hdingTest  None None 5 = Right & Scale . Input
3 Test3_Score Numen ’ None None 5 = Right & Scale N Input
4  Gender Numer ’ {0, Male) None 8 = Right & Normnal N Input
5 Apt Numeri ’ None None 5 = Right & Scale N Input
B A Numeri r None None 5 = Right & Scale N Input
7 A3 Numen - Test3 Nooe  None 5 = Rignt & Scale N Input
T [ Numer | B rwostep Chuster None 5 = Rignt & Scale N Input
9 aps Numeri : KM Custer None 5 3 Right & Scale N Input
10 Exam Numer| = A\ [0 Herarchicsl Cluster None 10 = Right & Nommal . Input
11 Grade! Numen "- ':'-:" 4 y | ERTree. None 10 = Right ol Ordinal . Input
12 Grade2 Numer) W. » | M Discrimnant None 10 = Right &l Ordinal N Input
13 Grade3 Numen s » | B roerest Meghtor None 10 = Right 4l Ordinal N Input
14 Good! Numeri I sasarg Vakos Aneiysie.. oo Tu orgoe— None 8 = Right 4l Ordinal N Input
[ 16 J Good2 Numen| il ensdation » fformance on... {0, Not goo... None 8 | Right gl Ordinal N Input
16 » Good3 Numeri Rl Bl y [formance on... (0, Not goo... None 8 = Right &l Ordinal N Input
17 Age Numeti Q‘Yw ] None None 10 = Right & Scale N Input
18 Final_exam Numen| gme . al Exam Sc... (1.00, Fail).  None 12 = Right gl Ordinal N Input
19 Ext Numeri PR 1; ade on Mid-T... (1,00, A} None 10 = Right 2l Ordinal N Input
20 Ex Numeri T & w-ade on Mid-T.. (1.00, A) None 10 3 Right &l Ordinal N Input
21 Treatment  Numeric 8 2 Teaching Meth. . (1,00, Front... None 1" = Right 4l Ordinal N Input
2 Ga Numeric 8 2 G# chosen by . (1,00, Super . None 10 = Right & Nominal N Input
23 Test1_1 Numeric 8 2 None None 8 = Right & Scale N Input
24 Test! 2 Numeric 8 2 None None 8 = Right & Scale N Input
p. 3 Test1_3 Numeric 8 2 None None 8 = Right & Scale N\ Input
p. 3 Test2_1 Numeric 8 2 None None 8 = Right & Scale . Input ol
T ————————————————————————————————————— "
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Input Variables of Interest

$3% Hierarchical Cluster Analysis

* Note

Variables(s):
&5 Gender [Gender] = & Math Test [Test_Score] L Ch olce Of
& Aptitude Test 1 [Spt1] & Reading Test [Testz_s._ | L. PotS: .
& aptitude Test 2 [Spt2] & Wwiriting Test [Test3_Sc. Clusteri ng.
& aptitude Test 3 [4pt3] -

Save...

& aptitude Test 4 [2ptd] * Cases
& Apttude Test 5 [Apts] Label Cases by; e \/aria b I e
9:. Exam [Exam] )
ol Grade on Math Test .. —
;[I Grade on Reading T... U
Sl Grade on Writing Te.. ® Cases O variables
,{l Ferformance on ka... Display
.{l Performance on Re.., \I'“u Statistics ‘,1 Plots

-
I_I Darformancra or Wiivi e

| ok || paste || Reset || cancel || Hep |
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Sub-Menu: Statistics

B inerigEhicalERt.. - * Proximity matrix = the distances
calculated in the first step of the
:__ Ern:-xlmrty matrisx analySiS

Cluster Membership

* Predicted cluster membership of

® are the cases in our observations.
O Single solution

e Can also ask for specific number
O Range of solutions of clusters or a range of
solutions

[Cur:tinue][ Cancel ]L Help J
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Sub-Menu: Plots

ﬁi i-lie_rarcﬁ._ | —ll_li
| Dendrogram * Choose Dendrogram
e ———  graphically shows how the clusters
@ Al clusters are mergEd
© specified range of clusters * allows us to identify what the

appropriate number of clusters is

©) Nane

Crientation

@ wertical
(©) Horizortal

[Cuntlnue][ Cancel ][ Help ]
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Sub-Menu: Method |

£:8 Hierarchical Cluster Analysis: Method X
Cluster Method: Betwesn-groups linkage =
Measure
® Interval  Squared Euclidean distance e
Euclidean distance
Souared Euclidean distance
©) Courts:  |Cosine
. Fearzon correlation
OBnary | chepycher
Elock
hirkorw ki
Customize
Tranzform “all _ustamized T
Standardize:  |None - | Absolute values
Q . Change =ign
|| Rescale to 0-1 range
[Corrtin.ue] [ Cancel J [ Help J

Co-funded by

the European Union

* Choose distance
measure

* Interval (scale)
e Counts (ordinal)
* Binary (nominal)

 And estimation
method

e Squared Euclideanis
a popular choice for
interval and binary
data

* Chi-squared / Phi-
Squared
(standardized version
of Chi-Squared) is a
popular choice for
counts data
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Sub-Menu: Method Il

£28 Hierarchical Cluster Analysis: Method

Cluster Method:

MeasLre Between-graups linkage

Within-groups linkage

@) Interval: [Mearest neighbor
Furthest neighkor
Certroid clustering

®) Counts: Median clustering
Ward's method

) Binary:

Transform Yalues Transform Measure

standardize.  MNone Absolute values
o Change sign

| Rescaleto 0-1 range

[Cn:lntinue” Cancel J[ Help ]

Co-funded by
the European Union

Choose clustering method.
Common options:

* Between-groups linkage
(use the average distance
of all data points within
these clusters),

* Nearest neighbor (single
linkage: use the smallest
distance between two data
points in the clusters),

* Furthest neighbor
(complete linkage: use the
largest distance between
two data points in the
clusters),

 Ward’s method (distance of
all clusters to the grand
average of the sample).
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Sub-Menu: Method Il

£28 Hierarchical Cluster Analysis: Method

Cluster Method: |Between-groups Inkege
MeasLre Between-graups linkage

Within-groups linkage

@) Interval: [Mearest neighbor
Furthest neighkor
Certroid clustering

®) Counts: Median clustering
Ward's method

) Binary:

Transform Yalues Transform Measure

standardize.  MNone - || Absolute values
&) " | Change sign

| Rescaleto 0-1 range

| Cortinue || Cancel || Help

e Single linkage works best with
long chains of clusters,

* Complete linkage works best
with dense blobs of clusters.

* Between-groups linkage
works with both cluster

types.
1. Use single linkage first -
helps in identifying outliers.
2.  Exclude these outliers.
3. Then use Ward’s method -
uses the F value (like in
ANOVA) to maximize the

significance of differences
between clusters.

Standardization: to Z scores or bv centering the scale.

* X

Can also transfor: s =

k3 > 5
* e
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the European Union

— EXMNA
i=mm2021-2027

Bicboipn Avénrufn yia Oloug

Partmership Agreement
2021-2027



SPSS Output — Andy Field Clustering Symptoms
Example

* * *+ * * * JI ERARCHICAL CLUSTEHR ANALYSIS** * * % =

Case Summaries *
Dendrogram using Ward Method

Rescaled Distance Cluster Combine
CASE 0 5 10 15 20 25 DsMIvV Ward
Label Num +---—----- Fommmmm tmm e Fommmmm e Fommmm————— + Claszsification Method
e e 1 GAD 1
Case 2 Depression 2
case 4 { 4 AL
EE T 3 ocD 3
Case ! 7
Case 11 % 11 — ¢ 4 GAD !
Case 13 ™1 3 .= 5 ocoh 3
Case 10 1 o — & oCD 3
Case 12 ; 12 ~ 7 GAD 1
case 9 | 1 & ocD 3
Case 15 VIS — 8 Depression 2
Case 2 2 = 10 Depression 2
Case 5 r ST 11 GAD 1
Case 14 / 14 12 Depression 2
Case 6 ; f vp 13 GAD q
Case B 8 -
14 oCcD 3
Case 3 3 _
15 Depression 2
. . Tuaital N 15 15
Having eyeballed the dendrogram and decided how many clusters are |

2 . . . . A Limited to first 100 3
analysis asking SPSS to save a new variable in which cluster codes are assigiicu to cases (wwiu uic

researcher specifying the number of clusters in the data).

Here, we ask cluster group codings for three clusters. The resulting codes for each case in this
analysis map exactly onto the DSM-IV classifications.

Although this example is very simplistic it shows you how useful cluster analysis can be in developing
and validating diagnostic tools, or in establishing natural clusters of symptoms for certain disorders.
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Other Examples

* Example of K-Means Cluster Analysis
e https://www.youtube.com/watch?v=e27G-UCjuQE
* https://www.youtube.com/watch?v=yWwHi8RTYnQ

* Example of 2 step Cluster Analysis

* https://www.youtube.com/watch?v=DpucueFsigA&list=PLn
MJIbz3sefleZdXeXxL8QgKiDLyH6Q-w

e https://www.youtube.com/watch?v=BrmfYtT98WO0
e https://www.youtube.com/watch?v=0dk0kLuUGvY

o Other resources
. http://calcnet.mth.cmich.edu/org/spss/staprocclassification.htm

Co-funded by :E’.chul;lo%
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https://www.youtube.com/watch?v=Odk0kLuUGvY
https://www.youtube.com/watch?v=Odk0kLuUGvY
http://calcnet.mth.cmich.edu/org/spss/staprocclassification.htm

Limitations of CA

* There are several things to be aware of when conducting cluster
analysis:

1. The different methods of clustering usually give very different results. This occurs because
of the different criterion for merging clusters (including cases). It is important to think
carefully about which method is best for what you are interested in looking at.

2. With the exception of simple linkage, the results will be affected by the way in which the
variables are ordered.

3. The analysis is not stable when cases are dropped: this occurs because selection of a case
(or merger of clusters) depends on similarity of one case to the cluster. Dropping one case
can drastically affect the course in which the analysis progresses.

4. The hierarchical; nature of the analysis means that early ‘bad judgements’ cannot be
rectified.
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To CONCLUDE

* We often have more quantity and depth in our data than we can intuitively
comprehend

* |t is sometimes helpful to discover clusters in our data, without an a-priori

expectation of how many or which clusters will be discovered (data-driven
clustering)

 CA, FA and PCA summarize our data

* There are significant similarities but also differences between the three methods

* CA and FA/PCA can be combined, e.g. first conduct FA and cluster factor data = you

can reduce messiness and complexity in your data and arrive more quickly at a
manageable number of clusters.
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Statistics

Regression Analysis
(Linear, Simple, Multiple, Mixed-Model)
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Regression Analysis

Regression

Predicting Values of a Variable from Values of One (Simple Regression) or
Multiple Other Variables (Multiple Regression)

* Extension of Correlation (r) and ANOVA
 Statistical Model of the Relationship between Variables
* Prediction: One of the Key Goals in Science

Independent / Predictive Variable
Dependent Variable / Criterion Variable

Types of Regression
e Simple / Multiple
* Linear / Non-linear (e.g., Curvilinear, Sigmoid, Logarithmic [Logistic Regression])

Co-funded by
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Simple Linear Regression

* Assumptions:

e Sufficient correlation
between the 2 variables

* Linear relationship

« EXAMPLE: Predicting Job
Satisfaction (Y) based on
Conscientiousness (X)
(personality trait)

 Testing correlation 2

01 enBooEIC Twv epyalopévwy oty KAaKa EUOUVEIBNGIAG KAl 01O TEOT ENAYYEATTKAG IKavonoinang

Co-funded by
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5 56 - 61 A
6 | 62 60 ]
7 33 42 o
8 83 93
9 72 59
10 53 64
Meprypagikoi otatiotikoi Seikteg yia o Selypa
X ‘ 61,6 f 61,1
s 16,04 14,73
cov 189,27
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Descriptive Analysis

* Before the statistical analysis, we can create a
scatter plot to examine the relationship between the

variables.
o Regression Line:
100 - e Passes as Close as Possible to
8, All Data Points
S 90 4
|3
e lso- . ..
A O Regression Coefficients:
8 o  a: Value where the line
gl S intersects the X-axis
g e S (constant)
(] 2 ol
504 » b: Slope of the line
| L~ % (significance matters)
40 4— 2" .
30 % % 60 Fo s % o Equation:
! e Y=a+bX+error

e This is our statistical model.

Zxnpa 10.1. To S1dypappa okedaopou kai n Ypapuin naAivépéunons yia ts petaBANTés
s euouveidnoias (X) kai tns enayyeApaukns kavonoinons (Y).
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Calculating the Regression Line (Least Squares
Method)

« Difference (d) between observed (Y) and predicted value (Y):
Prediction Error

* Mathematical formula for minimizing the sum of these squared errors.

Y =a+bX,

(631 (s}V)
1 Y =1 mpoPAemdpevn Ty Y,
a =11 Tov Y 6tav to X=0,

b =1 kAlon ™ gvbelag, SnAadn n ywvia mov oxnuatilet
1 evBeia pe Tov afova twv X, kat
X = k@Og T Tov X.

= _ ()~ (zx)(z)
AL V()2

(31 0)0)
a

b

EnayyeAHATIKY (kavoroinom )

N =0 apOp6g Twv atépwy Tov Setypatog,
X = oL Tipég e petafAntmic X,

Euouvednoia (X) Y=ot tipég g petafAnmig Y, kot
2 =T0 GOPOLoUA TWV...
IxApa 10.3. H ypapun nahivépopnons yia tus eMO060EIs WV epyalopévawy otnv KApaka a=Y-bX,
euguveIdnaias (X) Ka1 oto TEoT ENayYEAHATIKNS 1kavonoinans (Y). Eriens

X = 0 né00G 6p0g TWV TIUMV TNG petafAnmic X,

% ’ ’ ’
= N HCrnr Anne T o mne el

NS Y, Kot
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Assessing the Predictive Value of Regression

o The predictive value of each model is expressed by the coefficient of determination (R?).

- It represents the percentage of the variance in the dependent variable Y explained by the
independent variable X (simple regression).

- It also represents the percentage of the total variance in the dependent variable (DV) explained by
the set of independent variables (IVs) (multiple regression).

* Simple Linear Regression
*Y=a+pBX+e

* Multiple Linear Regression
*Y=a+BX+B,Z+..+BQ+¢€
* B...3;: beta coefficients

* In multiple regression, high correlation between predictor variables is undesirable
(multicollinearity).

Co-funded by
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Simple Linear Regression

10(39341) — (616)(611) . V)~ (x)(57)
b= =0.74 N(zx*)-(2x)
10(40262) — (379456) a=¥-b%,

)z: 0 H£0OG OPOG TWV TIU®V TNG HETAPBANTIS X,
da= 6 1.1- O 74 % 6 1. 6 = 0[ EMBOOEL Y =0 péoog 6pog Twv Tipmv ™G peTaBANTic Y, kot e
=6l1.1 —45(6 =15.5 ) b =7 KAion g evbeias. !

’Aroipo Evovvednoia ETayy£ALATIKT] LKAVOTIOiT|oN
i 74 56
2 B 57 58 |
* Y=15.5+0.74x X : = 4
4 o8t 75 B
* To draw the regression line 5 s | 6
(scatterplot) we need at least two g & g0
pairs of values. ! - g
* E.g. (40, 45.1), (50, 52.5) 9 T 59 )
* (10, 7?) 10 T 83 64
Meprypagikoi otatiotikoi Seikteg yia to Selypa
X 61,6 61,1
s 16,04 { 14,73
Hor — cov 189,27
B N | 10 ] 10
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Multiple Linear Regression

* Assumptions:
e 2 or more independent variables

» Satisfactory correlation between each independent variable and the
dependent variable

* BUT not between the independent variables (multicollinearity)
* Linear relationship

* EXAMPLE: Predict vocational sucess (Y) based on age (X,),
education (X,), and professional experience (X;)

o Multiple correlation coefficient (R):
(R): the overall correlation of the DV
with all the IVs

Y=a+bX +bX,+bX +..+b X, v
a X 54D 372%3 Ty (@) R=COV(Y1Y)/SYSV

6Tov o CQOV = covariance

Y =nmpoPAemdpevn Tipn Y, T
a =1t tov Y 6tav to X=0, o s = standard deviation

b, by, b3, ...b, =1 KAlon ™g gvBeiag yio kGOe TpoPAeTTIKY pETABANTH
XI,Xz, X3, Xn: KOl
X1, X5, X3,..X, =1 TU1) TG K& OE PO PAETTUCM G HETABANTAG.

o RZ: the percentage of total variance
in the dependent variable explained
by the set of independent variables
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Regression Coefficients in Multiple Linear
Regression

* Regression coefficients (b) for every IV
e Calculated independently, similar to simple regression

* Assessing the predictive value of each independent
variable through b

 Standardized regression coefficient (f3)

e obtained by converting to z-scores, equalizing the
variances of all coefficients

* Makes comparison more «fair»
* R? calculated for each B separately

£

B= o TUTOTIONPEVOG GUVTEAECTNG TIOXALVEpOUNOTG,
b= o ATAGG cUVTEAEO TG TTAALVSPOUN OTG,

Omov
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Reporting Regression Results

o The model created describes the factors that significantly predict professional
success (R? = .82). Professional success is influenced by work experience [t(196) =
12.26, p < .001], education [t(196) = 12.12, p < .001], and employee's age [t(196)
= 4.55, p <.001].

o Work experience explains 51% of the variance in measuring professional
success, education explains 51%, and the employee's age explains 19% of the
variance.
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Simple Linear Regression in SPSS

o Predict health levels (Y) based on optimism (X)
o Analyze > Regression = Linear

Adjusted based on sample size

Correlations

health optimism

health Pearson Correlation 1 ,756? MMGI\Summary

N 1?9 179 1 756 S STV o =
optimism  Pearson Correlation 756 1 a. Predictors: (C6nstant), optimism

Sig. (2-tailed) ,000

N 179 179

Eikova 10.3. Zgv6yn povtélou ts avétuons anins naAivépépunons
* Correlation is significant atthe 0.01 level (2-tailed).

Eikéva 10.1. Mivakas OUVIENETTMV OUOXETIoNs TwV PetaBANt@v «healthy kar «optimism» How successful is the model’s prediction
- Asesses the assumption of linear association
a
/ ANOVA® \ Coefficients”
Sum of _ Standardized
Model Squares df Mean Square F sig Unstandardized Coefficients Coefficients
1 Regression 12347,875 1 [ 12347875 | 235997 000 o ° St Brror Beta : 4
. ' 1 (Constant) -14,751 4,707 -3,134 002
Residual 9261,030 : ’
" R optimism 359 023 75 )
Total 21608,905 178 ¥ : : il Sl e
a. Predictors: (Constant), optimism - Depordeni i besth
b. Dependent Variable: health
Eikéva 10.5.

' WaKas oUVIEAEOTAV Tou poviélou atnv avaluon anins naAivépdunons
Eik6va 10.4. Mivakas ANOVA otnv avéluon an\as nahivépounons
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Multiple Linear Regression in SPSS

o Predicting the level of happiness (Y) based on emotional
intelligence scale and emotional expression scale (emotion
recognition, emotion use, emotion control, emotion understanding,
positive & negative expression: X;-X)
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Multiple Linear Regression in SPSS

o Analyze > Regression = Linear

Model Summary”

Change Statistics Pred |Ctlve
Adjusted R Std. Error of R Square Sig. F SUCCGSS Of the mOdel
Model R R Sq% quare the Estimate Change F Change df1 df2 Cnangy—\
1 661" 437 434 13,358 437\ 137,378 1 177 ,000 .
2 ,715h 51 506 12,481 074 26,764 1 176 ,000 Percentage Of mOdeI lmprovement
3 758" 570 562 11,744 058 23,791 1 175 000 (Com pa res to preV|ous)
4 .788“ 589 580 11,506 020 8,295 1 174 004
A
g. g:egicgors. %8[]“5{3”8' eq_use " St Si -f- f .
. Predictors: (Constant), eq_use, emot_po
c. Predictors: (Constant), eg:use‘ emot:go. emot_ne g n I I Ca n Ce O I m p rove m e nt
d. Predictors: %Constanti; eq_use, emot_po, emot_ne, eq_perc
e. Dependent Variable: happiness
Eikéva 10.9. Zovoyn povtéhou otnv avaluon NoAaniis nahivbpounons
Coefficients *
> Standardized
Unstandardized Coefficients Coefficients Collinearity Statistics
Model B Std. Error Beta t Sig. Tolerance VIF
1 (Constant) 64,999 5,282 12,306 ,000
eq_use 1,065 091 661 1,721 ,000 1,000 1,000
ol (Constant) 43,259 6,482 6,674 ,000
eq_use 747 105 464 7131 ,000 656 1,524
emot_po 1.069 ,207 336 5,173 ,000 ,656 1,624
) (Constant) 68,272 7,968 8,568 ,000
eq_use 532 108 ,330 4,925 ,000 547 1,829
emot_po 1,178 196 371 6,020 ,000 648 1,544
emot_ne -,763 156 -,269 -4,878 ,000 811 1,233 . .
a < 7 (Constani) 56.167 8,867 6,336 =N Compa rison with
eq_use 567 107 5,326 ,000 ,540 1,853 .
L — emot_po 1,057 196 5,383 ,000 618 1,618 Sta nda rd Ized Values (B)
b1_4 / emot_ne -,661 157 -4,206 ,000 J70 1,298
eq_perc 327 114 2,880 004, 907 1,103

a. Dependent Variable: hap}
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Hierarchical Multiple Linear Regression in
SPSS

o Researcher decides on the order in which the independent variables will
be imput (based on theoretical/empirical criteria).

o Analyze = Regression = Linear

».
) DO K
. Linear Regression
Dependent Model Summary
& gender » Change Statistics
ll happiness Adjusted R Std. Error of R Square
f Model R R Square quare the Estimate Change F Change a1
e Block 2 of 2 1 705° 296 7Ty 9 df2 Sig. F Change
& eq_perc s : ; 12,742 %6 | 42000 . = o
2 1489 592 578 11,535
& eq_cntrl ’ 096 20,159 2 172 000
i :. ;mg{d"”f (Consﬂm;, €q_under, eq_cntrl, eq_perc, eq_use 4
f eq_use Independent(s): - Predictors: (Constant), eq_under, eq_cntrl, €q_perc, eq_use, emot_ne, emot_po
g . & emat_po Coefficients”
emot [ :
m_po & emot e Standardized
l - Unstandardized Coefficients Coefficients
o ‘ Model B Std. Error Beta t Sig.
Sl 450 4,389 ,000
Method: g! E w | 1 (Constant) 41477 9
eq_perc 512 126 ,230 4,055 ,000
Selection Variable: eq_cntrl -014 1108 -,008 -130 897
» Rule eq_use 1,006 ,098 624 10,265 ,000
fo " eq_under 133 142 ,054 937 350
Y [L Leho 2 (Constant) 59,174 12,176 4,860 1000
] eq_perc 337 118 151 2,862 ,005
WLS Weight: eq_cntrl -,102 108 -,056 -,938 349
. L | eq_use 588 112 365 5,245 000
eq_under ,043 129 018 334 739
(ot (paste (meset) (o] g wiige | wem| 0 a | sior | oo
emot_ne -723 72 -,255 -4,205 ,000

a. Dependent Variable: happiness
Eikéva 10.16. Mivakas GUVIENEGTEV TOU HOVIENOU OTNV 1epapxikh noAanhh nakivépopnon
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Mixed Models
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Mixed Models Advantages

* In simple linear regression models: Y =a + bX + error

* The percentage of the variance that is unrelated to the independent
variable(s) is accounted for by the error.

* In mixed models, one or more significant variables unrelated to
experimental manipulation (e.g., stimulus type - such as word/image,
grammatical structure, condition, etc.) explain part of the remaining
variance.

* Essentially, our model better accounts for the data, minimizing the residual
variance due to error.
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Mixed Models Advantages |

e The mixed model:

* It can handle cases of correlated variables or
violations of measurement independence (e.g.,
similarities in students' mathematical abilities within
a class, multiple measurements from each
participant - such as performance in a video game).

* |t can handle heterogeneous variances.
- ML/ REML (maximum likelihood) vs ANOVA

* |t can handle hierarchical data (e.g., groups of
students selected from a cohort of selected schools).
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Criterion Variables in Mixed Models

e Fixed effects
* Vs such as age, gender, years of experience etc.

e Random effects

 Variables related to the sample and our data (participants, word in a list,
image in the set of experimental visual stimuli, school class, etc.).

* Model:
e DV=IV,+IV,+...+IV,+ RV + ...+ RV, + Err

Co-funded by = EZI1A
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Example

 Winter & Grawunder (2012)

* Predicting voice pitch based on the appropriate politeness of the situation
(polite vs. informal, e.g., asking a favor from a teacher or a friend).

* DV = voice pitch (continuous measure)

* [V, = appropriate politeness (2 levels)

* IV, = gender (men < women)

* RV, = individual differences (participant)
* RV, = differences between items

e http://www.bodowinter.com/tutorial/bw LME tutorial2.pdf
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http://www.bodowinter.com/tutorial/bw_LME_tutorial2.pdf

Fixed VS. Random Effects

* So, a random effect is generally something that can be expected to have a
nonsystematic, idiosyncratic, unpredictable, or “random” influence on your data.
In experiments, that’s often “subject” and “item”, and yougenerally want to
generalize over the idiosyncrasies of individual subjects and items.

* Fixed effects on the other hand are expected to have a systematic and
predictable influence on your data.

* But there’s more to it. One definition of fixed effects says that fixed effects
“exhaust the population of interest”, or they exhaust “the levels of a factor”.
Think back of sex. There’s only “male” or “female” for the variable “gender” in
our study, so these are the only two levels of this factor. Our experiment includes
both categories and thus exhausts the category sex. With our factor “politeness”
it’s a bit trickier. You could imagine that there are more politeness levels than just
the two that we tested. But in the context of our experiment, we operationally
defined politeness as the difference between these two categories —and because

we tested both, we fully “exhaust” the factor politeness (as defined by us).

* |n contrast, random effects generally sample from the population of interest. That
means that they are far away from “exhausting the population” ... because there’s
usually many many more subjects or items that you could have tested. The levels
of tflmg factor in your experiment is a tiny subset of the levels “out there” in the
world.
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Type of Variance Analysis is Dependent on
Scale of Measurement of the DV

* Continuous DV:
* Linear regression model with mixed effects

* Dual-type DV (e.g. 0-1)
* Logistic regression model with mixed effects)
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Conducting Mixed Model Analysis

* SPSS (using Syntax)
e Linear Mixed-Effects Modeling in SPSS: An introduction to the mixed
procedure

e Mixed models in SPSS short guide

* Using open access software R

* http://www.r-project.org/

* Needs familiarization / basic programming skills, but it is nothing too scary or
difficult...

* Lme4 package for mixed models
 Mixed Effects Models in R
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http://www.spss.ch/upload/1126184451_Linear Mixed Effects Modeling in SPSS.pdf
http://www.spss.ch/upload/1126184451_Linear Mixed Effects Modeling in SPSS.pdf
http://www.stat.cmu.edu/~hseltman/309/Book/chapter15.pdf
http://www.r-project.org/
http://www2.hawaii.edu/~kdrager/MixedEffectsModels.pdf
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Additional Resources

* Please find activities, readings, video and websites on e-class!

EXZMNA
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(%2 UNIVERSITY OF pschology Departmen
b WESTERN MACEDONIA Doctoral Studies Program

Thank you!
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