Food Physical Chemistry 

Part II
9 Dispersed Systems
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Dispersed Systems
Most foods are dispersed systems; in other words, they are physically heterogeneous. This means that their properties are not fully given by their chemical composition. For a homogeneous liquid, like apple juice or cooking oil, it is often reasonable to assume that thermodynamic equilibrium exists. In such a case, full knowledge of chemical composition will, in principle, give all properties, including reactivity, of the system, for given external conditions (temperature, pressure, etc.). A heterogeneous system has structural elements, and making these mostly costs energy. The system is therefore not in thermodynamic equilibrium; it can be manufactured in various ways, leading to a variety of structures. The properties of the system are determined by its structure and by the chemical composition of its structural elements.
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Dispersed Systems
Difference in structure generally implies differences in properties. Take, for example, ice cream. It is made (by freezing and agitation) of ice cream mix and air, and the two systems are very different, as is illustrated in Figure 9.1. They have exactly the same chemical composition. Also the properties are very different, as we all know: when we let ice cream melt, we obtain a product of very different appearance, consistency, and eating qualities. Melted ice cream is not quite the same as ice cream mix as, larger fat globules or clumps of them will be present. This illustrates the other point made: structure and properties depend on the history (process steps applied, storage conditions, temperature history) of the product.
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Dispersed Systems
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FIGURE 9.1 Example of the structure of (a) ice cream mix + air, and (b) the ice cream made of it (at about – 5 0C). The fat globules contain two phases: triglyceride oil and crystals. 
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Dispersed Systems
Besides those mentioned, some other properties may greatly depend on structure. Several kinds of structure give the food a certain consistency, and this may greatly reduce transport rates in the system. In many foods, the various chemical components are fully or partly compartmentalized: in cells, tissue fragments, emulsion droplets, etc. This implies that reactions between those components may be greatly hindered. The compartmentalization may also apply to flavor substances, and it will slow down their release during eating. If the compartments are fairly large it can lead to fluctuation in flavor release during eating, thereby enhancing flavor, because fluctuation can offset adaptation of the senses to flavor stimuli.

Note: the response of the senses to a continuous stimulus generally decreases in time; this is called adaptation.
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Dispersed Systems
A compartmentalized food generally tastes quite different from the same food that has been homogenized. If a system is physically heterogeneous it can also be physically unstable. Several kinds of change may occur during storage, which may be perceived as a change in consistency or color, or as a separation into layers. During processing or usage, changes in the dispersed state may occur. These may be desirable—as in the whipping of cream—or undesirable—as in overwhipping of cream, where butter granules are formed.
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Dispersed Systems
Most of the ensuing part of this book deals with dispersed systems. These generally have one or more kinds of interface, often making up a considerable surface area. This means that surface phenomena are of paramount importance. Colloidal interaction forces between structural elements are also essential, as they determine rheological properties and physical stability. The present chapter explains important concepts and discusses geometrical aspects.
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Structure
Structure can be defined as the distribution over space of the components in a system. This is a purely geometrical concept, as it just concerns angles and distances. The physical building blocks of such a system may be called structural elements, regions that are bounded by a closed surface, where at least some of the properties within such a region are different from those in the rest of the system. Structural elements can be particles, such as air bubbles, oil droplets, crystals, starch granules, cells. If these particles are separate from each other, the system is called dispersion. Figure 9.2 illustrates dispersion with various structural elements. Also the continuous material surrounding the particles in dispersion is a structural element. A structural element can be heterogeneous itself, containing further structural elements. Think of starch granules in a cell of a potato, or of fat crystals in the oil droplets of an emulsion (Fig. 9.2, E). Structural elements can also be (nearly) space filling, like parenchyma cells in the soft tissue of a fruit or myofibrils in a muscle.
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Structure
[image: image2.wmf]
FIGURE 9.2 A liquid dispersion with various structural elements. (A) Gas bubble. (B) Emulsion droplets. (C) Polymer molecule. (D) Solid particles (amorphous). (E) Oil droplet with fat crystals. (F) Crystal. (G) Floc or aggregate of particles. (H) Fibers. (L) Continuous phase. Highly schematic and not to scale (for instance, F is likely to be orders of magnitude larger than C).
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Structure
In many cases, internal interaction forces act between structural elements. By internal we mean in this context that the forces have their origin in the (properties of the) materials making up the structural elements. This excludes external forces, caused by gravity, by flow, or by an electric field. The interaction forces can be attractive or repulsive, and the net result always depends on the distance over which they are acting. Structure should not be confused with attributes like consistency or texture. Consistency is defined by rheologists as the resistance of a material against permanent deformation, characterized by the relation between deformation and external force working on it. Its magnitude is determined by structure and interaction forces of the material. The original meaning of texture is the perceivable (visible or tactile) inhomogeneity of a surface, be it an outer surface or a cut one. It is a direct consequence of structure. Currently, food scientists tend to use the word texture as also including consistency (or, more precisely, rheological and fracture properties), especially if it concerns sensory perception. It is indeed often difficult to distinguish between the two in sensory testing.
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Structure
A phase is defined as a part of a system that is homogeneous and bounded by closed surfaces, at which surfaces at least some of the intensive parameters change abruptly. This looks much like the definition of a structural element, but there are differences. First, a structural element need not be physically homogeneous, whereas a phase is. 

Note: This does not imply that a phase consists of one chemical component: most phases in foods contain many components, like all aqueous solutions encountered.

Second, the distance over which intensive parameters change is always on the order of a few molecules, and the criterion of abruptness of the phase boundary implies that the smallest dimension of a structural element must be several times that of a molecule, for the element to constitute a phase. A phase boundary is a true interface, which contains an amount of interfacial free energy, and onto which other, surface active, molecules can become adsorbed.
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Structure
Whether structural elements constitute true phases is an important issue, as it marks the difference between what colloid scientists call lyophilic (= solvent loving) or reversible, and lyophobic (= solvent hating) or irreversible, systems. It may further be noted that dispersions are called colloids if the particles are larger than most molecules and too small to be visible, a size range of about 10-8 to 10-5 m.

A lyophilic heterogeneous system is—or, more precisely, can be—in thermodynamic equilibrium. It does not cost energy to make it: it forms spontaneously on mixing the components. Important examples are Macromolecular solutions, especially of polymers. These molecules can be so large that they should be considered as particles. It may, depend on the property considered whether such a system is homogeneous or heterogeneous. A dilute polymer solution can be treated as homogeneous when considering its dielectric properties or the diffusion of salt through it. But it can scatter light, like other dispersions, and in explaining its viscosity

the heterogeneity is essential. Even the viscosity of a dilute sucrose solution can be reasonably explained by Einstein’s equation (5.6) for dispersion, although the system is homogeneous in almost all respects.
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Structure
Association colloids are formed by fairly small molecules that associate spontaneously into larger structures. A clear example is the formation of micelles, roughly spherical particles of about 5 nm diameter, by amphiphilic molecules like soaps. At high concentrations, such molecules can in principle form a range of structures, called mesomorphic or liquid crystalline phases. To be sure, the whole system is called a mesomorphic phase, not its structural elements. The particles in lyophilic dispersions cannot be considered to constitute a phase: they have no sharp boundary.
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Structure
Lyophobic systems, on the other hand, contain particles that do make up a phase. It costs energy to make them and they never form spontaneously. A lyophobic dispersion always has a continuous phase, which means that one can envisage a molecule moving from one end of the system to the other in any direction, without ever leaving that phase. The particles make up the disperse(d) phase. According to the state of the two phases, five types of dispersions can be distinguished, as given in Table 9.1.

Gas–gas dispersions do not occur: gases are fully miscible. Most liquids encountered in foods are also fully miscible, but triacylglycerol oils and aqueous solutions are not; this leaves two emulsion types, oil-in-water and water-in-oil. Most foams are gas bubbles in an aqueous solution. The dispersed phase in a suspension can consist of crystals or of amorphous particles. 
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Structure
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Structure
The properties of the continuous phase determine many properties of the system. If the continuous phase is a liquid, it determines (a) what substances can be dissolved in the system; (b) it greatly affects the interaction forces between the particles; and (c) the possibility of loss of substances by evaporation. An oil-in-water emulsion, such as a fairly concentrated cream, differs greatly in properties from a water-in-oil emulsion, such as a low fat spread, although both systems may have nearly the same chemical composition and contain droplets of about the same size. Table 9.2 gives some important properties of materials that can make up the continuous phase of foods.
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Structure
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Structure
The continuous phase can be a solid or have some characteristics of a solid. This implies that the structural elements are immobilized, which considerably enhances physical stability of the system. When making such dispersion, the continuous phase is always liquid, but it can solidify afterwards, by lowering the temperature or by evaporating the solvent. The liquid can become crystallized, form a glass, or turn into a gel. Especially the last named situation is frequently encountered in foods. Also the ‘‘solvent,’’ generally an aqueous solution, in the continuous phase then is more or less immobilized. If the gel is a classical polymer gel, the polymer molecules provide a continuous network, but do not make up a continuous phase: the polymer strands cannot be seen as a structure in which other molecules can be present and diffuse.
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Structure
The structure of food systems can be more complicated. A system can have two continuous phases (in theory even a greater number). A good example is bread crumb, where both the gas phases and the ‘‘solid’’ matrix is continuous: one can blow air through a slice of bread. The matrix is, by and large, a continuous gluten phase containing partially gelatinized starch granules. Such a bicontinuous structure of a solid and a fluid phase is called a sponge. Cheese is a dispersion of oil droplets (the droplets also contain fat crystals) in a proteinaceous continuous phase. A fairly hard and well matured cheese often exhibits oiling off if the ambient temperature is not too low, which proves that also the oil phase has become continuous.
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Structure
Figure 9.1b gives an example of a complicated structure. Ice cream can contain seven or more different structural elements, making up six phases: the continuous phase (an aqueous solution), air, ice, oil, crystalline fat, lactose. It may be noted that the system depicted is bicontinuous in that the clumped fat globules also form a continuous network. During long storage at low temperature, part of the air phase can become continuous. At a lower temperature, a greater part of the water freezes and a continuous ice phase can be formed; freezing causes less room being available between the various particles.
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Structure
This brings us to the subject of packing: what is the maximum volume fraction (φmax) of particles that a dispersion can contain? For hard, smooth, monodisperse spheres, it is in theory for a cubic arrangement 0.52, for a hexagonal arrangement, the closest packing possible, the value is 0.74. In practice, one often observes for solid spheres that φmax  ≈ 0.6, because friction between spheres hinders attaining their closest packing. For emulsions, where the drops are relatively smooth, a common value is 0.71.

If the particles are:

More polydisperse, φmax is larger, because small particles can fill the holes between large ones.

More anisometric or have a rougher surface, φmax is smaller, mainly because these factors cause more friction between particles, making it difficult for them to rearrange into a denser packing.

Aggregated, φmax is smaller, often very much so. In most aggregates, much of the continuous phase is entrapped between the primary particles: see Figure 9.2, G.

More deformable, φmax is larger, and values up to 0.99 have been observed in foams, where the large bubbles can readily be deformed.
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Structure
How much material would be needed to make a continuous network, a structure that encloses all of the continuous phase?  This can readily be calculated for a regular geometry. Assume anisometric particles, more in particular cylinders of length L and diameter d. When making a cubical configuration of these particles, each edge of a cube is one particle, we obtain

[image: image5.wmf]
It is seen that very little material can suffice, provided, of course, that attractive interaction forces keep the network together. 
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Structure
Order. For very small volume fraction φ, the particles in a dispersion can be distributed at random. For higher φ, there is always some order. 

If the particles are anisometric, which means that they have different dimensions in different directions, fairly close packing always leads to anisotropy of the system, which means that some properties depend on the direction considered. This is illustrated in Figure 9.3c. Anisotropy is also possible for low volume systems, or for spherical particles: it all depends on their arrangement. A good example of visible anisotropy is in bread, where the gas cells are generally not spherical, but elongated. During the oven rising, when the cells become much larger, the dough is confined by the mold, and expansion of the cells in a horizontal direction is limited. When cutting a slice of bread in the normal way, this is clearly observed, but when the loaf is cut parallel to the bottom, the cells look spherical. Muscle tissue is very anisotropic, and especially the mechanical strength greatly depends on the direction of the force applied. The same holds true for many plant organs, like stems.
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Structure
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FIGURE 9.3 Order induced when particles are present at high volume fraction in a confined space. Illustrated for two-dimensional systems.
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Structure
Optical anisotropy. The best known example is that where the refractive index depends on direction. Such a material is said to be birefringent: when linearly polarized light passes through it, its velocity depends on direction (on the angle between the plane through the light beam and the polarization plane). Interference of the emerging rays then causes the light to become elliptically polarized. Such a material generally appears bright when viewed by a polarizing microscope. The origin is at molecular scale. Most crystals are birefringent (all sugar crystals) and fibrous molecules in a (partly) parallel orientation also. Good examples are plant cell walls and native starch granules.
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Structure
Permeability. Transport of liquid through the material can be greatly dependent on direction. The prime example is wood, which derives from vascular tissue that consists of long tubular cells (trachea), needed for transport of water. Some natural food materials also show this dependency. It finds its origin at a scale of, say, a micrometer. Anisotropy with respect to diffusion of small molecules is rarely encountered in foods. For instance, the rate of diffusion of salt into muscle tissue is not direction dependent (along or across the fibers).

Mechanical properties, rheological and fracture phenomena. This anisometry is widespread among natural foods and among fabricated foods made by spinning or extrusion. It is mostly caused by relatively large structural elements (micrometer to millimeter scale).
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Structure
The most complicated structures are found in natural foods, but even a superficial discussion would take too much space. Just one example is given in Figure 9.4. Even from this simplified picture, it is obvious that an apple has numerous structural elements and that these can be arranged in a hierarchical order. At every level, specific aspects are of importance. To obtain a full understanding of the properties of the system, the structure and the interactions between structural elements would have to be studied at several length scales, from molecular to macroscopic. This brings us to the next section.
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Structure
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FIGURE 9.4 Structure of an apple or, more precisely, of some small parts of an apple, at various scales. Highly simplified and schematic.
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Structure
Question
You have a so-called low-fat spread, a system containing about equal volumes of triglycerides and an aqueous phase. The system is not a liquid, but it is spreadable.

Can you think of a very simple way to find out whether it is oil or water continuous?
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Importance of scale
For homogeneous systems, knowledge of properties and phenomena on a molecular or microscopic scale often suffices to understand, or even predict, what happens on a macroscopic scale. For dispersed systems, it is generally necessary, or at least useful, to invoke structural elements on an intermediate or mesoscopic scale. A glance at Figure 9.5 shows, however, that the linear mesoscopic scale may span a wide range, say, by four orders of magnitude, and the volume of a cell may be large enough to contain 1015 (small) molecules.

The size of the structural elements often determines or greatly affects several properties of a dispersed system. This concerns changes during processing and storage as well as static properties of the finished product. Below, some examples of dependencies on scale will be given, for the most part illustrated for simple dispersions.
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Importance of scale
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FIGURE 9.5 Length scales. Approximate values.
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Geometric aspects
The number of particles present per unit volume (N) is, for a given volume fraction (φ), inversely proportional to particle diameter (d) cubed. For monodisperse spherical particles, φ = Nπd3/6. Examples are in Table 9.3. The specific surface area (A), the surface area per unit volume of dispersion, is proportional to φ and inversely proportional to d. For monodisperse spherical particles, A = 6φ/d. The amount of material needed to cover particles is proportional to A, and this amount can be appreciable if the particles are small. 
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Geometric aspects
[image: image9.wmf]
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Geometric aspects
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FIGURE 9.6 Average distance x between spheres of diameter d as a function of volume fraction φ.
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Geometric aspects
Pore Size. If aggregated particles make up a continuous phase, and the voids are filled with a continuous fluid phase, an important characteristic is the (average) pore size, the width of the channels between particles.

This applies to powders and to particle gels. The pore size greatly affects transport rates through the system and capillary phenomena. The pore size is governed by the same variables as is interparticle distance, although the relations are more complicated.
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Geometric aspects 
Diffusion Times. Brownian motion of molecules and particles is discussed in Section 5.2. The root-mean-square displacement of a particle is inversely proportional to the square root of its diameter. Examples are given in Table 9.4. The diffusion time for heat or matter into or out of a particle of diameter d is of the order of d2/10D where D is the diffusion coefficient. All this means that the length scale of a structural element, and the time scale needed for events to occur with or in such a structural element, generally are correlated. Such correlations are positive, but mostly not linear.

Separability. The smaller the particles in a dispersion, the more difficult it is to separate them from the continuous phase. This is illustrated by the approximate pore size in various separation membranes:

paper filter 20 μm 1 kPa

microfiltration 1 μm 5 kPa

ultrafiltration 10nm 30 kPa

nanofiltration 1nm 1MPa

The smaller the pores, the higher the pressure to be applied to achieve substantial flow through the membrane, as indicated. See also under ‘‘sedimentation,’’ below.
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Geometric aspects
[image: image11.png]TABLE 9.4 Motion of Spherical Particles of Various Sizes in Water

Diameter (um) 0.001 0.01 0.1 1 10
Brownian motion 1200 390 120 39 12
Sedimentation by gravity 0.02 2 200 2x10
Same, centrifuge at 1000 g 0.2 20 2000

Same, ultracentrifuge at 10°g 20 2000

Room temperature. Root-mean-square displacement (< x*> >%5) in um by brownian motion
over one hour. Sedimentation rate in gm per hour, assuming the particles to differ in density

from water by 100kg-m—
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Forces
Internal forces. A fluid particle exhibits an internal pressure due to surface forces, the Laplace pressure, which is inversely proportional to its diameter. This means that the particle resists deformation, the more so the smaller it is. The colloidal forces that may act between particles, keeping them aggregated, often are about proportional to d. This means that the stress (force over area) involved would, again, be inversely proportional to d.

External forces acting on a particle generally increase steeply with d. For instance, the viscous stress exerted by a flowing liquid is given by η.ψ, where η is viscosity and ψ velocity gradient. This means that the viscous force (stress times area) acting on a particle or aggregate is proportional to d2. Comparison with internal forces then leads to the conclusion that for small particles, external stresses are unlikely to overcome internal forces, while this may be easy for large particles. Gels made of particles generally are firmer for smaller particles.
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Forces
Sedimentation rate is the result of opposite forces acting on a particle, gravitational and frictional, leading to a proportionality to d2 (Section 13.3). Again, it is more difficult to separate small particles from the continuous phase than large particles. Table 9.4 gives examples; notice that for small molecules Brownian motion tends to be much faster than sedimentation, whereas the opposite is true for large particles. Coalescence of emulsion droplets tends to occur more readily for larger droplets. Altogether, dispersions of small particles tend to be more stable, often to a considerable extent, than those of large particles.
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Optical properties
Hardly ever do we see light directly emanating from a light source; it is nearly always scattered. Scattering of light, which can be due to reflection, refraction, or diffraction, occurs at sites where the refractive index changes, for instance at a phase boundary; see Figure 9.7. This means that we can see such a boundary.
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Optical properties
[image: image12.wmf]
FIGURE 9.7 Illustration of reflection, refraction, and diffraction of light that is incident upon a particle of transparent material (1) of a refractive index that is higher than that of the surrounding medium (2). I is incident light, R, reflected light, B broken or refracted light, and D diffracted light. Part of the light passing near the edge of a particle shows diffraction, and the angle by which it is diffracted is appreciable only if the particle is not very large compared to the wavelength.
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Optical properties
Refraction. The refractive index n of a homogeneous material equals the ratio of the wavelength of the light in vacuum over that in the material. The value of n also depends on the wavelength of the light l; it generally decreases with increasing l. The refractive index is commonly given as nD, at λ = 589 nm (the sodium D line). Table 9.2 gives some values. n decreases with increasing temperature.

In most cases, we are interested in the relative refractive index n, the ratio of the refractive indices of the materials on either side of a phase boundary. The higher the value of jm  1j, the stronger the refraction of a light beam at that boundary. Whether we can see a boundary depends on the contrast with the environment, which follows from the fraction of light reflected.
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Optical properties
Reflection. For perpendicular incidence of light on a plane surface, the fraction reflected is given by (m – 1) 2/(m + 1) 2; for m = 1.5 this fraction equals 0.04, for m = 1.1 it is 0.002, which is very little. At an oil–air boundary m equals about 1.45. For foods containing no air cells and no crystals, m is smaller than 1.1 for most structural elements, and it is often much closer to unity.

For oblique incidence, the reflection is stronger, and moreover refraction occurs, further enhancing contrast. Consequently, oil droplets in water (m = 1.09) can readily be observed in a simple light microscope.

Figure 9.5 gives the minimum size needed for particles to be visible with various microscopic techniques. However, measures to enhance contrast are often needed if m is close to unity.
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Optical properties

Scattering. If the particles are small, which means of the order of the wavelength of light (about 0.5 mm) or smaller, the scattering of light can no longer be separated into reflection, refraction, and diffraction. If the size d is much smaller than the wavelength (Rayleigh scattering), the amount of light scattered by each particle is about proportional to d6, λ-4 and (m - 1)2; since the volume of a particle is proportional to d3, the total scattering per unit volume (or mass) of particles is proportional to d3. As the particles become larger, the dependence of scattering on d and on λ becomes weaker, and finally total scattering decreases with increasing d/λ. This is illustrated in Figure 9.8. It is seen that scattering is at maximum for d.Δn/λ ≈ 0.5. For visible light (average λ = 0.55 μm) and Δn = 0.1, this yields for the optimum d about 3 μm. We can now understand that the appearance of an emulsion of oil in water (φ being, 0.03) will depend on droplet size as follows:
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Optical properties
[image: image13.wmf]
FIGURE 9.8 Turbidity or total scattering per unit mass of particles as a function of particle size d, refractive index difference Δn, and wavelength λ. Approximate results

for small Δn. The arrows denote droplets of 0.03, 0.3, and 3 μm for an average oil-in-water emulsion at λ = 0.55 μm.
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Optical properties
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The smallest particles hardly scatter light. For those of about 0.3 μm scattering greatly increases with decreasing wavelength. This means that blue light (short λ) is scattered far more intensely than red light (long λ), which can pass the emulsion almost unscattered. For still larger particles, the dependence of scattering on λ is very small, and the emulsion (or other type of dispersion) appears white, the more so if the particle concentration is larger.
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Optical properties
Absorption. The possible color of the last mentioned emulsion needs further explanation. Up till now, we have implicitly assumed that light is only scattered, not absorbed. If absorption occurs, we should use the complex refractive index ~ n.

Assume that we have a strong absorbency, being unity for an optical path length of one mm at λ = 0.55 μm. We now calculate that nʹ  = 0.0001. 

If the drops are large, the scattering per unit mass of oil becomes small (Figure 9.8), and now absorption can be perceived. The yellow color of an oil will then give a somewhat creamy color to the emulsion. Drops of mm size can, of course, be seen as such, the color included.
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Deviations from ideality
The particles in a dispersion are hardly ever of the same size. Nature may often succeed in making rather monodisperse systems, like protein molecules, cells, or wheat kernels, although wider distributions also occur, starch granules. Most man-made dispersions have a fairly wide range of sizes and are polydisperse or heterodisperse; examples are emulsion droplets, particles obtained by grinding (flour), and spray-dried milk.

Since many properties of a dispersion depend on particle size, as we have seen in the previous section, such properties may also depend on the distribution of sizes: how many particles of each possible size are present?

This is the subject of this section.
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Description
We start by defining a size variable x. Various definitions can be chosen: x may be particle diameter, molar mass, number of molecules in a particle, particle volume, etc. The cumulative number distribution F(x) is now defined as the number of particles with a size smaller than x.

The frequency distribution is a differential quantity, and it is given in number per unit volume per unit of x. If x is expressed in units of length, particle diameter, the dimension of f (x) is [L-4].

So far we have assumed the distribution to be a continuous one, which is nearly always a good approximation, because of the very large number of particles in most dispersions. In practice, a distribution is often split into size classes.
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Description
Figure 9.9 illustrates this. At the left, the (presumed) measured values are indicated; for convenience, the points are connected by straight lines. The right-hand graph shows the same data in the form of a histogram. Notice that the class width is not the same for every class. A smoothed curve is drawn through the histogram to show the continuous frequency distribution; since only limited information is available (8 points), this curve is to some extent conjectural.
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Description
[image: image15.wmf]
FIGURE 9.9 Example of a particle size distribution, given as a cumulative and as a frequency distribution. The points denote the measured values. A continuous frequency distribution is also shown.
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Characteristics
Figure 9.10 gives an example of a size frequency distribution of considerable width. It would be a reasonable example for a homogenized emulsion, assuming the d scale to be in 10-7 m. It is seen that the number frequency can give a quite misleading picture: more than half of the volume of the particles is not even shown in the number distribution. We will use this figure to illustrate some characteristic numbers.
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Characteristics
[image: image16.wmf]
FIGURE 9.10 Example of a log-normal size distribution. Number frequency and volume frequency versus diameter (d) are given, and the various types of characteristic diameters are indicated, as well as the distribution width.
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Characteristics
Average. The most important one is usually an average value, often an average diameter. As indicated by Eq. (9.5), several types of diameter can be calculated, by choosing values for a and b. Examples are

[image: image17.wmf]
Figure 9.10 shows that the various averages can differ widely. The sum a + b is called the order of the average, and the higher it is, the larger the average. The common mean, d10, is a poor measure of the center of the distribution. This type of average should be inserted into for a polydisperse system.

[image: image1.wmf][image: image18.png]
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Characteristics
Shape. If c2 is not small, say > 0.4, the shape of the size distribution may become of importance. Several equations exist for frequency distributions (among which the log-normal one depicted in Figure 9.10 represents several dispersions rather well), but for a small width they all give nearly the same curve (assuming d32 to be the same). For larger width, differences in shape become important. For instance, distributions can be more or less skewed, or truncated, or even bimodal.

We will not treat mathematical equations for frequency distributions. It may be added, that the often used normal distribution is rarely suitable for particle size distributions. For instance, it allows the presence of particles of negative size; in other words, f (x) > 0 for x ≤ 0. A log-normal distribution (in which log x has a normal distribution) gives f (x) = 0 for x = 0.
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Complications
Many particles encountered in practice are not true homogeneous spheres, although emulsion drops and small gas bubbles may be virtually so. Deviations can be of two types. The particles may be inhomogeneous. They may be hollow or have a more intricate internal structure. If the inhomogeneity varies among particles, a particle size distribution is insufficient to characterize the dispersion. For instance, the mass average diameter and the volume average diameter may be markedly different; this is illustrated by several spray-dried powders, where some of the particles have large vacuoles, while others have not. If the oil droplets in an emulsion are coated with a thick layer of protein, the smallest droplets contain far more protein per unit amount of oil than the largest ones, as illustrated in Table 9.3.
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Complications
The particles may be anisometric, deviate from the spherical form. Moreover, the particles may have a rough surface. The two cases cannot be fully separated because intermediates occur, but a sphere can have a rough surface and a platelet can be smooth. One parameter now is insufficient to characterize a particle. If all particles have approximately congruent shapes (think of a collection of screws of various sizes), it may be possible to use just one size parameter, length. For irregularly shaped but not very anisometric particles, as found in several powders, one often defines an equivalent sphere diameter. This can be defined in various ways, such as
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ds = diameter of a sphere of the same surface area

dr = diameter of a sphere that sediments at the same rate
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in Section 9.3.4)
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Determination
Numerous methods exist for the determination of average particle size or size distribution. They will not be treated here. It may be useful to discuss briefly some general aspects and examples, to warn the reader against some of the pitfalls that may be encountered. Reliable determination of particle size distribution is notoriously difficult, and all methods employed have limitations and are prone to error. When comparing two different methods on the same sample, one should not be surprised when the results differ by a factor of two, and even larger errors may occur. Limitations exist in the particle size range accessible, in the maximum particle concentration, in the method of preparing the sample and thereby in the probability of producing artifacts.
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Determination
What is Measured. The methods employed vary widely in underlying principle. Some methods count and size individual particles. Best known are the various types of microscopy applied. Figure 9.5 shows the useful size ranges. In principle, there are few other limitations, but the method of making preparations can introduce errors, especially in electron microscopy. Some other methods sense individual particles in a very dilute dispersion flowing through an opening. Particles can be sensed by scattered light, by the change in electrical conductivity when passing through a narrow hole (as in the Coulter counter). If the relation between particle size and signal intensity is known, a size distribution can be determined. Other methods directly split the sample, or the particles in a sample, into some size classes. The paramount example is sieving, but that is only useful for particles that are (a) large, (b) smooth, (c) fairly isometric, and (d) fairly hard (undeformable). Something similar can be achieved by determining sedimentation rate. By application of gravity and centrifugal fields of various intensity, a wide range of particle sizes is accessible.
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Determination
A wide variety of methods determines a macroscopic property, that is subsequently related to particle size. The prime example is scattering of light or other radiation, either static or dynamic. In static scattering, several different methods can be used, but in all of them the time-averaged intensity of the light scattered by the particles is measured in some way.

Various methods give rise to various types of size or average. In Section 9.3.3 some types of equivalent sphere diameter were mentioned. ds would result from a method where total surface area is determined, by an adsorption method. df is the result of sedimentation analysis and de of sieving. 
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Determination
Accuracy. Several kinds of uncertainty can arise. Systematic errors can readily occur for indirect methods. The signal measured can depend on other factors besides particle size. The relation between the magnitude of the signal and the particle size may not be known with sufficient accuracy; often a linear relation is assumed, but this is not always true. A fairly general problem is that the method underestimates or even does not notice the smallest particles. This means that the average size is overestimated, especially averages involving S0, such as d10 and d30; an estimate of d32 may then be far closer to reality, since the smallest particles contribute fairly little to total surface area and even less to total volume.
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Recapitulation
Structure. Virtually all foods have a complicated composition, and the great majority of those also have a distinct physical structure, adding to the complexity. In other words, most foods are dispersed systems, in which two or more kinds of structural elements can be distinguished. Most of the aspects covered in the following chapters concern dispersed systems, and this chapter defines concepts and introduces some general aspects. The existence of a physical structure has several important consequences. It determines a number of physical properties, notably mechanical ones: viscosity, elasticity, consistency, fracture properties. Because of the physical inhomogeneity, some kinds of physical instability can occur, often manifest as a kind of segregation, and these are generally undesired.

Chemical components are to some extent compartmentalized, which may affect their mutual reactivity, hence the chemical stability of a food. The compartmentalization also tends to affect flavor. The result of some process operations can greatly depend on the physical structure of the system, and several processes are intended to produce or to alter structure.
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Recapitulation
Scale. Besides knowledge of the composition and the material properties of the structural elements, their size is important. The length scales involved span a wide range, from molecular to visible, about six orders of magnitude. Especially natural foods may show a hierarchy of scales, all of which would need study for a full understanding of properties. Several static properties, such as visual appearance and consistency, greatly depend on the size of the structural elements, and so may the rates of change occurring in foods. In general, length scale and time scale—the time needed for a change in structure or composition to occur—are correlated.

Dispersions with small particles are in most instances far more stable than those with large ones. External forces applied to a system have stronger effects on large particles than on small ones, which has direct consequences for their separability.
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Recapitulation
Size Distributions. Since size is important, so is its distribution. Size distributions can be presented in various ways, cumulative or as a frequency (which is the derivative with respect to size of the cumulative distribution); as a number or as a volume distribution; versus diameter or (molar) mass. Various types of averages can be defined and calculated, and their values can differ by more than an order of magnitude if the size distribution is relatively wide. It depends on the problem involved what type of average should be taken. Distribution width can be defined as standard deviation over average; for most food dispersions, it ranges between 0.2 and 1.2. If the width is considerable, the shape of the distribution may vary significantly. For anisometric particles, characterization of size poses additional problems.
10 Surface phenomena
Slaid 65
Surface phenomena

As we have seen in the previous chapter, most foods are dispersed systems, and many of the structural elements constitute separate phases. This means that there are phase boundaries or interfaces, and the presence of such interfaces has several important consequences. Substances can adsorb onto the interfaces, and if the interfacial area is large, as is often the case, the adsorbed amounts can be considerable. The adsorption can strongly affect colloidal interaction forces between structural elements, forces acting perpendicular to the interface. Other forces act in the direction of the interface, and these are treated in the present chapter. Altogether, surface phenomena are of considerable importance during processing and for the physical properties, including stability, of most foods.

Strictly speaking, the word surface is reserved for an interface between a condensed phase (solid or liquid) and a gas phase (mostly air). In practice, the words surface and interface are often used indiscriminately.
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Surface tension
It is common experience that fluid systems consisting of two phases try to minimize their interfacial area. For instance, if the one phase is present as a blob, it tends to assume a spherical shape, which is the smallest surface area possible for a given volume. An obvious example is a rain drop in air. If two of such drops collide, they generally coalesce into one bigger drop, thereby lowering total surface area. This is also commonly observed for fairly large oil drops in (pure) water. Since any system tries to minimize its free energy, it follows that at an interface between two phases free energy is accumulated. This is called surface or interfacial free energy. For a homogeneous interface, it is logical to assume that the amount of surface free energy is proportional to surface or interfacial area. Consequently, the surface (or interface) is characterized by its specific surface free energy. It can be expressed in units of energy per unit area, J m-2  in the SI system.
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Surface tension
In Figure 10.1a a metal frame is depicted in which a piece of string is fastened. By dipping the frame in a soap solution, a film can be formed between frame and string. Figure 10.1b illustrates that this film too tries to minimize its area. By pulling on the film, as depicted in c, its area can be enlarged. The film exerts a tension on its boundaries, and this tension acts in the direction of the film surfaces. It is called the surface tension, and it is expressed in units of force per unit length, in N m-1 in SI units. 

Notice that it concerns a two-dimensional tension; in three dimensions, tension (or pressure) is expressed in Newton’s per square meter. Since 1 J = 1N m-1, the surface tension has the same dimension as the specific surface free energy.
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Surface tension
. [image: image20.png]



FIGURE 10.1 Illustration of surface tension. The presence of a soap film is depicted by gray. The weight in c is of order 1 gram.
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Surface tension
The phenomenon just mentioned allows measurement of the surface tension, as illustrated in Figure 10.2a. One measures the net downward force by which the liquid pulls at the plate and divides it by the perimeter of the plate in a plane parallel to the liquid surface. A prerequisite is that the plate is fully wetted by the (lower) liquid, since otherwise the interfacial force on the plate does not act in the downward direction. To obtain the net force, the weight of the plate has to be taken into account. The apparatus of Figure 10.2a can be used to measure surface tension, the tension acting at a surface between a liquid and air (or another gas), or interfacial tension, the tension between two liquids. In the latter case, one has to correct for the buoyancy of the plate caused by the upper liquid.
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Surface tension
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FIGURE 10.2 Surface tension and surface pressure. (a) Measurement of surface or interfacial tension by means of a Wilhelmy plate (width L, thickness d). The plate is attached to a sensitive balance. (b) Illustration of surface pressure (P) caused by surfactant molecules (depicted by vertical dashes). Between the barriers the surface tension is lowered and a net two-dimensional pressure acts on the barriers.
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Surface tension
For a molecular explanation of surface tension, we refer to Chapter 3, where it is stated that attractive forces act between all molecules, the van der Waals  forces; for some molecules, also other attractive forces act. Consider a horizontal surface between a liquid, say oil, and air. Oil molecules present in the surface sense the attractive forces due to the oil molecules below, and hardly any attractive forces due to the air molecules above, because there are so few air molecules per unit volume. This does not mean that the molecules in the surface are subject to a net downward force, since that would imply that these molecules immediately move downwards.

According to Table 10.1, water has  γ = 0.072 N m-1, and we calculate for the maximum possible radius R = 0.0047 m. This means that surface forces can affect the shape of a system over several millimeters.
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Surface tension
[image: image22.png]TABLE 10.1A  Some Values of Surface and Interfacial
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Surface tension
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Slaid 74
Surface tension
This is because of the hard core repulsion between molecules. As illustrated in Figure 3.1, molecules attain on average a mutual distance where the net interaction energy is at minimum, which implies that the net force equals zero. It costs energy to move oil molecules from the oil towards the surface, and this is what occurs when the surface area is enlarged. Table 10.1 gives examples of the surface tension of liquids and of interfacial tensions. The values are fairly small for the organic liquids shown; for these, the attractive energy is predominantly due to van der Waals forces. For water, γ is higher, owing to the extensive hydrogen bonding between water molecules.
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Surface tension
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FIGURE 10.3 Drop of surface tension γ hanging on a horizontal solid surface.
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Surface tension
Equilibrium. From a thermodynamic point of view, interfacial tension is an equilibrium parameter. When enlarging an interface at a high velocity, equilibrium distribution and orientation of the molecules in the interface cannot be directly attained, and in order to measure γ, the rate of change in interfacial area should be slow and reversible. When enlarging a liquid surface at conditions that do not allow the establishment of equilibrium, a force can be measured, hence a surface or interfacial tension can be derived, which differs from the equilibrium value. It may be a transient value, but it is also possible that a constant surface tension is measured; it then concerns a steady state. In other words, from a mechanical point of view, interfacial tension need not be an equilibrium value.
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Adsorption
The presence of solutes in a liquid may affect the surface tension. Examples are in Table 10.1, and the matter is further illustrated in Figure 10.4. It is seen that the solute may cause γ to increase or to decrease. An example of a special case is the dependence of γ on concentration for Na-dodecyl sulfate: a very small concentration suffices to cause a large decrease in γ, whereas a further increase in concentration has very little effect. This is due to the solute preferentially accumulating at the surface, and after a fully packed monolayer has been obtained (roughly speaking), no further accumulation takes place. Solutes showing this kind of behavior are called surfactants.

The accumulation of a compound at a surface or an interface is called adsorption. Adsorption is a very common phenomenon and can occur at all solids or liquids in contact with a gaseous or a liquid phase. The compound adsorbing is called the adsorbate, the material onto which it adsorbs is the adsorbent. The following notation will be used, either as such or in subscripts: S = solid, A = air (or a gaseous phase), W = water (or an aqueous solution), and O = oil.
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Adsorption
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FIGURE 10.4 Effect of the concentration c of various solutes on the surface tension γ of water.
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The Gibbs adsorption equation
The adsorbent can be a solid or a liquid. The adsorbate is dissolved in a liquid or is (present in) a gas. Adsorption on an A–S interface concerns, for instance, adsorption of water from moist air on a solid. Also other volatiles can adsorb from air, flavor compounds. At the liquid–solid interface, the solid generally is in contact with solvent as well as adsorbate, solute molecules. For a liquid–liquid interface (generally O–W) the adsorbate may be soluble in both liquids. The molecules adsorbed often stick out partly in the one, partly in the other phase. This is not possible at solid interfaces.
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The Gibbs adsorption equation
Adsorption occurs because it lowers the free energy of the system. According to Gibbs, the chemical potential of the adsorbate is at equilibrium equal in the solution and at the surface. He further postulated an infinitely thin dividing plane between the two phases and then derived the equation
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where R and T have their normal meanings. Г is the surface excess concentration (in moles per square meter) of the adsorbate, usually abbreviated to surface excess. a is the thermodynamic activity of the adsorbate in the solution. Note that it does not matter in what units a is expressed, since d ln a = (1/a) da. The equation is valid, and exact, for one solute at equilibrium. It is especially useful if γ can be measured, for fluid interfaces.
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The Gibbs adsorption equation
The surface excess can be defined in various ways. Actually, there is no true dividing plane, but rather an A–W interface that is not sharp, since molecules have a finite size and moreover exhibit Brownian motion. Hence the ‘‘interface’’ extends over a layer of some molecular diameters. In the derivation of Eq. (10.2), the position of the dividing plane has been chosen so that the surface excess of the solvent is zero. In Figure 10.5 the concentration of the solute is depicted as a function of the distance from the dividing plane (z). In Figure 10.5a, there is no adsorption: the two hatched areas on either side of the dividing plane are equal. In 10.5b, there is adsorption, and the adsorbed amount per unit area, the surface excess, is represented by the hatched area under the curve. Notice that in case a some adsorbate is present at the interface, but there is no excess, as there is in case b. In Figure 10.5c, negative adsorption is depicted: the solute stays away from the interface. According to Eq. (10.2), the surface tension must then increase with increasing concentration, for instance as in Figure 10.4, curve for NaCl. In case a, γ is not altered, and in case b γ is decreased.
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The Gibbs adsorption equation
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FIGURE 10.5 Schematic examples of the concentration c of a solute in water as a function of the distance z in a direction perpendicular to the air–water surface. The vertical broken line gives the position of the dividing plane. In (b) a scale in nm is given as an example.
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The Gibbs adsorption equation
Surfactant concentration. The parameter a needs some elaboration. In a very dilute system, a may equal the concentration of the adsorbate (if expressed in the same units), but that is not always true, as discussed in Section 2.2. Even if it is true, it concerns the concentration in the solution, not in the total system. This means that the concentration adsorbed, which equals G times the specific surface area of the adsorbent, has to be subtracted from the total concentration.
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The Gibbs adsorption equation
In Figure 10.6a, examples are given of the relation between γ and log concentration for some surfactants. Assuming for the moment that the activity of the solute equals its concentration, the slopes of these curves would be proportional to the surface excess G. The steeper the slope, the higher G, implying that G increases with increasing surfactant concentration. This is illustrated by the corresponding adsorption isotherms given in Figure 10.6b. It is seen that for a considerable range in c, the slope, and thereby G, is almost constant. It is also seen that the curves in Figure 10.6a show a sharp break and that for c beyond the break, γ is virtually constant. The latter seems to imply that G then is virtually zero. This is clearly impossible: it would mean that with increasing concentration of surfactant its adsorption sharply drops. The explanation is that above the break the thermodynamic activity of the surfactant a remains virtually constant. The break roughly occurs at the critical micellization concentration (CMC), above which next to all additional surfactant molecules go into micelles; for some systems, the curve stops at the solubility limit of the surfactant, for instance for Na-stearate (C18) in Figure 10.6. Micellization and the CMC are further discussed in the next section.

Slaid 85
The Gibbs adsorption equation
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FIGURE 10.6 Aqueous solutions of sodium soaps of normal fatty acids of various chain length (number of C-atoms indicated). (a) surface tension γ (N m-1) against concentration c in solution. (b) Calculated surface excess Г (mol m-2) against concentration.
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Adsorption isotherms
Adsorption isotherms provide important knowledge, if the amount of surfactant needed to make an emulsion has to be established, as illustrated in the Question just discussed. Information about Г is also needed when the stability of a dispersion has to be studied or explained, since several forms of instability greatly depend on the Г value of the adsorbed surfactant. For adsorption at a solid surface, it is often envisaged that the surface contains a finite number of identical specific adsorption sites, atomic groups that can each bind an adsorbate molecule. Further assuming (a) the binding to be reversible (which generally implies that it is not due to formation of a covalent bond) and (b) that the occupation of binding sites does not affect the affinity of the surfactant for neighboring sites, the following simple adsorption isotherm was derived by Langmuir:
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Adsorption isotherms
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where θ is the proportion of adsorption sites occupied and c0.5 is the concentration in solution at which θ = 0.5; 1/c0.5 is a measure of the surface activity of the adsorbate. The normalized Langmuir isotherm is shown in Figure 10.7. At very small c, the adsorbed amount is proportional to c; the concentration in solution has to be relatively large to achieve a high saturation of the adsorption sites, cʹ ≈ 100 for θ = 0.99. The assumptions on which the Langmuir equation is based are not nearly always met, especially not at high θ.
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Adsorption isotherms
The adsorption isotherms for surfactants at the A–W and the O–W interface need not be the same. This is primarily because the net interaction energy mentioned will often be different for these interfaces. It may even make a difference whether the oil is a paraffin or a triacylglycerol mixture.

Another condition affecting the isotherm is temperature. By and large, the surface excess will be smaller for a higher temperature at the same activity of the surfactant; the difference can be considerable.
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Adsorption isotherms
The surface activity of a solute, the reciprocal of c0.5, is higher if the free energy needed to remove a surfactant molecule from the interface is larger. For an aqueous solution, this is the case if the hydrophobic part of the molecule (an aliphatic chain) is larger relative to the hydrophilic part (a carboxyl group). This explains the trend shown by the surfactants in Figure 10.6; it may also be noted that in such cases (homologous surfactants) the surface activity is closely related to the solubility. For the same ratio hydrophobic/hydrophilic, the free energy for removal will be larger for a larger molecule. This is the main reason why polymeric substances can be so very surface active. Up till here, we have implicitly assumed that adsorption is restricted to a monolayer. Actually, multilayer adsorption can occur, especially if the concentration of surfactant is approaching its solubility. Adsorption of a second layer tends to go along with very little increase in surface pressure; in other words, the interaction forces leading to this adsorption often are weak.
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Adsorption isotherms
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FIGURE 10.7 Adsorption isotherms. Surface excess Г over Г∞ (Г at surface saturation) versus concentration in solution c over c0.5 (c for Г/Г∞ = 0:5). Langmuir isotherm and calculated isotherm for Na-stearate at the A–W surface.

Slaid 91
Surface equations of state
This concerns the relation between surface pressure P (or surface tension γ) and surface excess G. In the simplest case, the relation is given by the equation
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where n is the number of moles and A the interfacial area. It may be no surprise that Eq. (10.2) is only valid for very small values of Г. At higher Г, repulsive and attractive forces between surfactant molecules will for a considerable part determine П. It may be noted that Eq. (10.2) is very similar to Eq. (2.17) for the osmotic pressure of an ideally dilute solution, which can be written as Пosm = (n/V)RT. The surface pressure may indeed be considered as a two-dimensional analogue of the osmotic pressure. Examples of observed surface equations of state are in Figure 10.8. 
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Surface equations of state
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FIGURE 10.8 Surface equations of state, the relation between surface pressure (П) and surface excess (Г) for Na-dodecyl sulfate (SDS), Na-stearate (C18), and lysozyme at the A–W interface. Also the relations according to Eq. (10.4) are given (broken lines).
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Surfactants
Surfactants can fulfil a wide variety of functions. Some of the most important can be categorized as follows.

1. They are essential in the formation of foams and emulsions. Some surfactants can also be used to destabilize emulsions or foams.

2. Because they adsorb onto particles, they can alter the interaction forces between these.

3. By adsorption onto interfaces, they can greatly alter wetting properties.

4. Small-molecule surfactants can give rise to a series of association colloids, including micelles, mesomorphic structures, vesicles, and microemulsions.

5. They can promote ‘‘dissolution’’ of substances, either by uptake in micelles of the surfactant or by adsorption onto small particles.

6. Some small-molecule surfactants interact with proteins in solution and cause partial unfolding of the latter.

A very important function is detergency, which is generally due to a combination of functions 3 and 5.

The suitability of a surfactant for the various functions is greatly dependent on its chemical structure. A crucial difference is that between the following two types.

Slaid 94
Small-molecule surfactants
These surfactants generally consist of an aliphatic chain (‘‘tail’’) to which a polar ‘‘head’’ group is attached. The aliphatic part would readily dissolve in oil (if separated from the head group); the head group would readily dissolve in water. This is why these substances preferentially go to an O/W interface: the total free energy then is smallest. They also adsorb onto an A/W interface, because then the aliphatic chain is not surrounded by water molecules, which also causes a decrease in free energy, though less than for adsorption on an O/W interface. According to the nature of the head group, the surfactants are classified as nonionic (neutral), anionic (negatively charged head group in water, unless the pH is quite low) and cationic (positively charged). Examples are given in Table 10.2. Phospholipids are special: they have two aliphatic chains, and the head group of most types is zwitterionic, which means that it contains a positive as well as a negative charge.
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Small-molecule surfactants
An important characteristic of small-molecule water-soluble surfactants is their tendency to form association colloids in water. Some examples are given in Figure 10.9. Phospholipids readily form bilayers, the basic structure of all cell membranes. A vesicle is a closed bilayer. The primary driving force for association is the hydrophobic effect.

Close packing of the hydrophobic tails greatly diminishes their contact with water. This lowers free energy, despite the resultant decrease in mixing entropy. The presence of the polar heads counteracts the association, since they repel each other by electrostatic repulsion or by hydration. Consequently, high surfactant concentrations are needed for most types of association colloids to form, except for micelles and some vesicles. A bewildering variety of mesomorphic phases can be formed, according to chemical structure of the surfactant, temperature, water content, and other variables. One fairly common type, a lamellar phase, is depicted in Figure 10.9b; it is typically formed at a water content of, say, 50%.
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Small-molecule surfactants
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Type Example of surfactant HLB value
Nonionics
Aliphatic alcohols Hexadecanol 1
Monoacylglycerols Glycerol mono stearate 3.8
Monoacylglycerol esters ~ Lactoyl monopalmitate 8
Spans Sorbitan mono stearate 4.7
Sorbitan mono oleate 7
Sorbitan mono laurate 8.6
Tweens Poly(oxyethylene) sorbitan mono oleate 16
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Soaps Na oleate 18
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Small-molecule surfactants
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FIGURE 10.9 Highly schematic examples of some association colloids. (a) Micelles and bilayers. (b) Crystal, lamellar, and gel structures of simple surfactant water mixtures; T is temperature, T* Kraft temperature.
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Small-molecule surfactants
A small part of a phase diagram is given in Figure 10.10a. An important characteristic is the temperature at which the apparent solubility of the surfactant markedly increases, called the Kraft point, T*. Above that temperature micelle formation can occur. Below T*, the molecules can form α-crystals, which have a very small solubility in water. The Kraft temperature increases with increasing chain length and can be as high as 60 0C for some surfactants. Mesomorphic phases only form above the Kraft temperature. Figure 10.9b illustrates that at lower temperature a so-called α-gel can be formed. An α-gel is not in thermodynamic equilibrium; it tends to change into a dispersion of crystals in water. The latter change can be quite slow if the surfactant is not pure, and virtually all technical preparations constitute a mixture. Chain length, chain saturation, and type of head group can vary. This is of considerable practical importance. For example, when a fairly pure preparation of saturated monoglycerides is added to a liquid food at, say, 60 0C, it will readily disperse, forming micelles. On cooling to below the Kraft point, however, crystals will form, and very little monoglyceride is left in solution. If then oil is added and the mixture is agitated to form an emulsion, the monoglyceride will barely or not at all reach the O–W interface and is thus inactive.
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Small-molecule surfactants
[image: image35.png](@
solution +

dilute micelles

solution

i S

Ecrystals + water

Cm —C





FIGURE 10.10 Micellization. (a) Simplified phase diagram of a surfactant and water. T is temperature, T* Kraft temperature, c is molar concentration, cm is CMC. As an example, T* may be 20 0C, cm 0.3 mol m-3 (or about 0.01% w/w). (b) Concentration of surfactant in free or in micellar form as a function of total concentration c.
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Small-molecule surfactants

Chain Crystallization. At the O–W interface it is often observed—especially for surfactants containing a saturated aliphatic chain—that lowering of the temperature leads to a marked decrease in interfacial tension. A fairly sharp critical temperature can be noted, which is called the chain crystallization temperature Tc. Above Tc the chains of the adsorbed surfactant are presumed to be flexible, as in a liquid. Below Tc the chains would be rigid, as in a crystal. Chain crystallization can only occur if the Г value is high. Upon heating the system, heat is taken up at Tc and the amount per mole is of the same order of magnitude as, though somewhat smaller than, the molar melting enthalpy of α-crystals of the surfactant. Tc is lower by 20 to 50 K than the α-crystal melting temperature.
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Small-molecule surfactants

Micelle formation is briefly discussed in Section 2.2.5, item 4; see especially Figure 2.8. Soap micelles typically contain 50 to 100 molecules, and the radius is roughly 2nm (about the length of a surfactant molecule).

The core of a micelle contains a little water, at most one molecule per surfactant molecule. The size and shape of the micelles closely depend on the molecular configuration of the surfactant. Micelles are dynamic structures. They are not precisely spherical, and surfactant molecules move in and out. Characteristic times for these processes are a matter of debate, but they seem to be of the order of 10 ms. Presumably, a micelle can disappear in 10–100 ms upon dilution. 
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Small-molecule surfactants
Ideally, micellization occurs above a sharply defined concentration, the critical micellization concentration or CMC. Surfactant molecules added above the CMC tend to go into the micelles, as is illustrated in Figure 10.10b. This means that the thermodynamic activity of the surfactant does not increase above the CMC, and neither do the resultant colligative properties, such as osmotic pressure. Most ionic surfactants give a sharper transition from solution to micelles than many nonionic, although even the former show a transition zone rather than a transition point, as illustrated in Figure 10.10b. Tweens, for instance, which are mixtures in that aliphatic chain length and the number of oxyethylene groups are variable, do not show a clear CMC, although micelle like structures are present at high concentration. In a solution containing different surfactant molecules, mixed micelles readily form.
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Small-molecule surfactants
For ionic surfactants, the ionic strength has a large effect. Figure 10.11 shows that with increasing NaCl concentration, the CMC of Na dodecyl sulfate (SDS) greatly decreases and the surface activity increases. This is because the negative charge of the head groups is shielded to a greater extent for a higher ionic strength, so that the mutual repulsion of these groups acts over a smaller distance. This implies that a denser packing is possible (higher Г), hence a lower γ at the same bulk concentration of SDS. Explaining the phenomenon in other words, the thermodynamic activity of SDS increases when adding NaCl.
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Small-molecule surfactants
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FIGURE 10.11 Surface pressure П at the A–W interface of aqueous sodium dodecyl sulfate solutions as a function of concentration c, for various molar quantities of NaCl added (indicated near the curves). The curves end at the CMCs.
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Small-molecule surfactants
Another variable of a surfactant is its HLB value, which is a measure of the balance of hydrophobic and hydrophilic parts of the molecule. Some values are given in Table 10.2. If HLB is large, the substance is well soluble in water; if small, it is well soluble in oil. For HLB ≈ 7, the solubility is about equal in both phases and generally not very high. The HLB value is smaller for a longer or a more saturated aliphatic chain (compare the various Spans in Table 10.2), and it is larger for a more polar or bigger polar head group. Ionic surfactants always have HLB values  > 7. A head group with poly(oxyethylene) chains also causes a high HLB value, although it markedly decreases with increasing temperature. This is because the oxyethylene groups become dehydrated at high temperature.
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Small-molecule surfactants
An important function of amphiphiles is detergency. Most detergents are ionic surfactants, because these readily form micelles. Micelles can accommodate hydrophobic molecules in their interior, and this is what happens during washing processes. They can thus ‘‘solubilize’’ oil, though to a limited extent; the amount is proportional to and of the same order as the concentration of micelles. In such a way, oil-soluble vitamins or flavor substances can be dispersed in water. Something similar can happen in an oil that contains surfactants, where reverse micelles can form; see Figure 10.9a. These contain in general fewer surfactant molecules than do ‘‘regular’’ micelles. The water inside can ‘‘solubilize’’ water-soluble substances, such as proteins, in the oil. The latter has been used to achieve enzyme action on substances dissolved in oil.
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Polymers
In this section, we will consider only water-soluble polymers adsorbing at homogeneous surfaces, A–W, O–W, or S–W. The conformation in which polymers adsorb will be considered first. Adsorption of homopolymers is possible but not very common: most of them are either insufficiently surface active or hardly soluble. The conformation of an adsorbed homopolymer molecule will be roughly as depicted in Figure 10.12a. Of course, the chains sticking out into the aqueous phase show considerable random variation in conformation due to Brownian motion. Copolymers that contain both hydrophobic segments and (usually a greater number of) hydrophilic segments are very suitable surfactants. They would adsorb roughly as depicted in Figure 10.12b, although the conformation will greatly depend on the distribution of the hydrophobic segments over the chain.
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FIGURE 10.12 Mode of adsorption of various polymers from an aqueous solution. Very approximate. In (c) some nonadsorbed molecules are shown for comparison. In (d) the numbers refer to the peptide sequence.
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Polymers
Most polysaccharides used in foods are predominantly hydrophilic and not surface active. Some polysaccharides, notably gum arabic, contain minor protein and do adsorb onto O–W (and presumably A–W) interfaces. By chemical modification, hydrophobic groups can be introduced. The best known examples are cellulose ethers, such as methyl cellulose and hydroxypropyl cellulose, which substances are well soluble in water (at least below 40 0C) and strongly surface active. The polymeric surfactants of choice in foods are proteins. The polypeptide backbone is fairly polar, but several side groups are hydrophobic. All proteins are surface active and adsorb at O–W and A–W surfaces. Globular proteins often retain a fairly compact form, although conformational changes do occur: see Figure 10.12c. Nonglobular proteins, such as gelatins and caseins, tend to adsorb in a way comparable to Figure 10.12b. For β-casein the (average) conformation on adsorption is fairly well known: see Figure 10.12d. The picture agrees well with the primary structure of β-casein: a very hydrophilic N-terminal part, and a long tail containing several hydrophobic side groups.
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Reversibility of Adsorption. Apparently, the data in Figure 10.13 imply that the Gibbs equation (10.2) does not hold for the protein. As we have seen, it is valid for the amphiphile. However, the slopes dП/d lnc given in the figure differ only by a factor 2 between the two surfactants, whereas the values of Г differ by two orders of magnitude. The explanation is not fully clear. Application of the Gibbs equation to polymers is anyway questionable, because it is generally not known what the relation is between concentration (c) and activity (a) of the surfactant. Moreover, proteins and other polymers are virtually always mixtures.
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FIGURE 10.13 Surface pressure (П) and surface excess (Г; the plateau value Г∞ is indicated near the curves) at the triglyceride oil–water interface as a function of the concentration in solution (c) for a protein (β-casein) and an amphiphile (SDS). The value of γ without surfactant ≈ 30 mN m-1.
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Polymers
As indicated in Figure 10.13 by an arrow on the Г–c curve, it appears as if lowering the solution concentration does not lead to desorption of protein, which would also defy the Gibbs equation. This observation is based on washing experiments, where an O–W emulsion is diluted with solvent and then concentrated again by centrifuging; repeating this a few times may be expected to remove all protein, but it does not. This is mainly because a very low value of c can hardly be reached. Assume that after dilution of the emulsion we would have c = 0, φ = 0.01, d32 = 0.6 μm, and Г∞ = 10-7 mol m-2; the total concentration of protein in the emulsion then is 0.01 mol m-3. Consequently, only 0.3% of the adsorbed protein would have to desorb to reach 3 10-5 mol m-3 in solution, which is roughly the equilibrium concentration. 
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Polymers
A decrease in Г by 0.3% cannot, be determined. It would take of the order of 50 washings to achieve significant desorption. Desorption tends to be very slow. One reason is the very large decrease of free energy per molecule upon adsorption, here about 60 times kBT, which means that the activation free energy for desorption is very large. The concentration difference between the solution adjacent to the interface and further away from it cannot be larger than about 3 10-5 mol m-3, and this would lead to very slow diffusion away from the interface. In other words, desorption would be extremely slow. 
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The surface equation of state of proteins is highly nonideal. It also makes a difference onto what surface the protein is adsorbed, as illustrated in Figure 10.14. Presumably, the diversity is due to differences in the amount of surface area occupied by each protein molecule in the interface, which will, in turn, depend on the state of unfolding of the peptide chain. For instance, it is fairly clear from Figure 10.14 that casein molecules expand much more at the A–W interface than lysozyme does. It is, also obvious that different proteins do not react in the same manner on a change in interface type; the author is not aware of a reasonable explanation based on protein structure. It is fairly certain that globular proteins tend to become more strongly denatured on adsorption at an O–W interface than at an A–W; this follows, from studies on the loss of activity of adsorbed enzymes. Heat denaturation of a protein before adsorption also leads to a change in the П – Г relation.
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FIGURE 10.14 Relation between surface pressure (П) and surface excess (Г) for two proteins at the A–W and O–W interfaces. The broken line is for predenatured lysozyme at the A–W interface.
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Mixtures
In this section mixtures of amphiphiles and proteins are considered. As seen in Figure 10.13, an amphiphile tends to give a lower interfacial tension than a protein does, if the concentration of the amphiphile is high enough.

Suppose that an aqueous solution contains both protein and amphiphile in about equal mass concentrations. If the surfactant concentrations are on the order of the CMC of the amphiphile, one would expect the amphiphile to predominate in the interface (A–W or O–W), possibly even displacing all of the protein, because that would give the lowest free energy in the system. 

Figure 10.15 illustrates what happens if an emulsion made with a protein (β-casein) is subjected to increasing concentrations of an ionic amphiphile (SDS); for β-lactoglobulin and SDS similar results were obtained. At high amphiphile concentration the protein is indeed completely displaced; at very low amphiphile concentration the interface only contains protein.
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Figure 10.15 illustrates what happens if an emulsion made with a protein (β-casein) is subjected to increasing concentrations of an ionic  Surface excess (Г) in an O–W emulsion and interfacial tension (γ) at the O–W interface for β-casein as a function of the concentration of Na-dodecyl sulfate (SDS) present. γ is also given for SDS only. 
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Mixtures
Most nonionic surfactants (like Tweens) interact weakly with proteins, if at all. A nonionic therefore tends merely to displace proteins, if its concentration is high enough. At lower concentration, two-dimensional phase separation occurs: generally, islands of the amphiphile are formed in a network of protein. Of course, the plateau value of γ produced by the amphiphile must be significantly smaller than that of the protein. This may explain why most monoglycerides do not or only partly displace proteins from an O–W interface, unless the temperature is below the chain crystallization temperature of the monoglyceride. The latter situation allows much closer packing of monoglyceride at the interface and hence a lower value of γ, hence displacement of proteins. This is, observed in icecream mix, where fat globules are still covered with protein, despite the presence of, say, glycerol monopalmitate, but lose the protein at low temperature ( 5 0C).
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Time effects
A surfactant can be transported to a certain site at an interface by adsorption from solution and by lateral transport in the interface. In all cases it leads to an even distribution of surfactant over the interface and to a lowering of interfacial tension. These processes take time. For the case of adsorption of a surfactant, its transport toward the interface often proceeds by diffusion. For a surfactant concentration in solution c and a final surface excess Г∞, the amount of surfactant needed to give an adsorbed monolayer could be provided by a layer of solution adjacent to the interface of thickness δ = Г∞/c.
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Time effects
If the surface equation of state is known for the surfactant adsorbing, its combination with a diffusion equation would yield the dependence of γ on time. It is often very difficult to predict the evolution of γ (t).

Following are some complications:

1. Convection. Transport of surfactant to the interface may be by convection rather than diffusion. Convection is likely to occur if the distance over which the surfactant has to be transported (about equal to Г∞/c) is not very small, and it can significantly speed up adsorption. 
2. ‘‘Consumption’’ of surfactant may occur upon adsorption if it tends to dissolve in the other phase, which may be a slow process.
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3. Micelles. It is still a matter of debate whether the dissociation of surfactant molecules from micelles would lead to retardation of adsorption. It appears very unlikely that the time scale involved would be longer than a second. On the other hand, some surfactants have a very small solubility in water (phospholipids), and they are often present in small solid lumps or as vesicles. In such a case, it may take a very long time before surfactant molecules have reached the interface.

4. Adsorption barrier. A free energy barrier for adsorption of a surfactant would cause a decrease in adsorption rate, and several kinds of such barriers have been postulated. Apparently, electrostatic repulsion can indeed cause a decrease in adsorption rate. This will occur if the adsorbing species is highly charged (a protein at a pH far removed from its isoelectric point), and moreover ionic strength is low (so that 1/k is larger than the distance between the surfactant molecules at the interface).
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5. Mixtures. Nearly all preparations of surfactants used in practice are mixtures, and the components vary in surface activity and in the lowest γ they can produce. Often, some components that can produce a very small γ are present in minor quantities, and these eventually tend to predominate in the interface after they have finally reached it, displacing other surfactants. For soluble small-molecule surfactants, the time scale will mostly be short, as explained above, whereas for a mixture of polymeric surfactants (say, proteins) it may take a long time before a ‘‘final’’ value of γ is reached.

6. Change of conformation. Polymeric surfactants, especially proteins, may undergo changes in conformation that lead to a decrease in interfacial tension. Such changes may take a long time. For flexible proteins, such as β-casein, time scales up to 10 s may be involved. For globular proteins, conformational changes upon adsorption may take up to 103 s.
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7. Partial desorption. Because a polymer molecule can change its conformation on adsorption, it may unfold and cover a much larger amount of interface than it would when equilibrium between dissolved and adsorbed molecules has been reached. This implies that the interface may be almost fully covered with surfactant in an early stage of adsorption, which will greatly reduce the rate of further adsorption: parts of the adsorbed molecules have to desorb before additional molecules can adsorb, and such partial desorption will be a slow process. These phenomena are illustrated in Figure 10.16 for flexible polymers. Something similar will happen with many globular proteins; presumably, the changes in surface area covered per molecule are smaller but take a longer time. It should further be noted that very fast adsorption (high polymer concentration, intensive convection) may leave insufficient possibility for unfolding of a polymer (protein) before the surface is covered; after all, unfolding too takes time. Figure 10.17a gives some examples of the adsorption rate of a protein at various concentrations. Calculation leads to values of about 0.6 s, 1 min, 100 min, and 7 days for the decreasing concentrations given. It is clear that the observed adsorption times are much longer. The main reason must be complication 7 just mentioned.
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FIGURE 10.16 Illustration of various stages in the adsorption of flexible polymer molecules onto an A–W interface. 
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FIGURE 10.17 Adsorption of ovalbumin at the A–W interface; pH = 6.4, ionic strength = 0.02 M. (a) Surface load (Г). (b) surface pressure (П) as a function of the square root of adsorption time (t). The numbers near the curves denote the protein concentration in ppm.
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Dynamic Surface Tension. For several kinds of practical problems, the surface tension of a surfactant solution at very short time scales is important. A case in point is foam formation, where the time scales of the relevant processes often are of order 1 or 10 ms. Since determination of γ in static experiments is not possible at such time scales, one often determines what is called dynamic surface tension. Here the surface of a surfactant solution is rapidly expanded, and γdyn is measured as a function of the expansion rate ζ = d ln A/dt, where A is surface area; the time scale then is taken as the reciprocal of x. A surface confined between barriers (as depicted in Figure 10.2b) can be expanded by moving the barriers away from each other.
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Invariably, γdyn is larger for a faster expansion rate within a certain range of ζ values. At high ζ, the value of the pure solvent γʹ is reached, at very low ζ, the equilibrium value. Some examples are in Figure 10.18, and it is seen that, as expected, γdyn is smaller for a larger surfactant concentration, even if the plateau value of γ is the same. Figure 10.18 relates to A–W interfaces; measurements at O–W interfaces can also be done, although not as easily. Unfortunately, very high expansion rates cannot be obtained, especially not at an O–W interface (because of the high viscosity of the oil).
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FIGURE 10.18 Dynamic surface tension (γdyn) of some protein solutions as a function of expansion rate (d ln A/dt). 1, β-lactoglobulin, 0.25 g/L. 2, β-casein, 0.1 g/L.3, same, 0.25 g/L.

10.5 Curved interfaces
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Laplace pressure
We all know that the pressure inside a bubble is higher than atmospheric. When we blow a soap bubble at the end of a tube and then allow contact with the atmosphere, the air will immediately escape from the bubble: it shrinks and rapidly disappears. This is a manifestation of a more general rule: if the interface between two fluid phases is curved, there always is a pressure difference between the two sides of the interface, the pressure at the concave side being higher than that at the convex side. The difference is called the Laplace pressure pL. 
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Laplace pressure
Figure 10.19 serves to give an explanation for a sphere. At any equator on the sphere, the surface (or interfacial) tension pulls the two ‘‘halves’’ toward each other with a force that equals γ times the circumference. The surface tension causes the sphere to shrink (slightly), whereby the substance in the sphere is compressed and the pressure is increased. At equilibrium, the excess inside pressure times the area of the cross section of the sphere provides a force that is equal and opposite to the force caused by the surface tension. Hence, the relation pL = 2γ/R.
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FIGURE 10.19 Derivation of the Laplace pressure for a sphere of radius R, where the sphere’s surface is the phase boundary between two fluids, with interfacial tension γ; p means pressure.
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Laplace pressure
The given relation for a sphere is a special case of the general Laplace equation

[image: image116.wmf]2

.

10

[image: image45.png]PL = Peoncave — Peonvex =





The curvature of a surface can at any place be characterized by two principal radii R1 and R2. R1 is found by constructing a plane surface through the normal to the surface at the point considered. The curved surface intersects the plane, resulting in a curve to which a tangent circle is constructed. The plane then is rotated around the normal until the curvature is at maximum, the radius of the tangent circle is at minimum. This is the first principal radius of curvature R1. R2 is the radius of the corresponding circle in a plane through the same normal that is at a right angle to the first one.
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It may be concluded that a confined film onto which no net external forces act will always form a surface of zero curvature. If formation of such a surface is geometrically impossible—for instance, if in a situation as depicted in Figure 10.20 the two circular frames were much farther apart—a film cannot be made.

A general conclusion then is that, in a fluid body with a closed surface, the fluid always wants to move from regions with a high curvature and hence high pL to those of a low pL. This also holds for a fluid body that is partly confined, as for instance an amount of water in an irregularly-shaped solid body. Only by applying external forces can gradients in pL be established. The larger the equilibrium value of pL, the higher the external stress needed to obtain nonequilibrium shapes.
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FIGURE 10.20 Representation of a soap film formed between two parallel circular frames. At a point on the film surface two tangent circles are drawn.
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Capillarity
Curved fluid surfaces can give rise to a number of capillary phenomena. It is well known that water rises in a narrow or ‘‘capillary’’ glass tube (if the glass is well cleaned). This is shown in Figure 10.22a. If the diameter of the tube is not more than a few mm, the meniscus in the tube is a nearly perfect half sphere, readily allowing calculation of the Laplace pressure. This pressure difference is compensated for by the weight of the water column, as is explained in the figure. The equality gives for the height of the column.
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FIGURE 10.21 Illustration of the increase in Laplace pressure when a spherical drop (or bubble) is deformed into a prolate ellipsoid. Cross sections are shown in thick lines; the axis of revolution of the ellipsoid is in the horizontal direction. Two tangent circles to the ellipse are also drawn. 
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FIGURE 10.22 Capillary phenomena. (a) Rise of liquid in a capillary if the contact angle θ = 0 (perfect wetting). p is pressure, γ is surface tension, ρ is mass density, and g = 9.81 m s-2, gravity of earth. (b, c) Effect of contact angle.
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Contact angles and wetting
If three different phases are in pairwise contact, thus giving three different phase boundaries, there is a contact line where the three phases meet. Two rather different cases can be distinguished:

A solid, a liquid, and a fluid phase (gas or liquid); for instance, a water drop on a metal surface in air or in oil. Three fluid phases, of which one (and not more than one) is mostly gaseous; for instance, an oil drop on an air–water surface.
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Contact angle
We will first consider Figure 10.24a. At equilibrium there must be a balance of surface forces at any point on the contact line. Since all interfacial tensions act over the same length, this means that the tensions must balance. Considering the forces in the horizontal direction, the equilibrium condition implies that the interfacial tension γAS equals the sum of γLS and the projection of γAL on the solid surface. This leads to the Young equation,
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given here for the three phases (A, L, S) in the situation depicted. The characteristic parameter is the contact angle θ, which is conventionally taken in the densest fluid.
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FIGURE 10.24 Contact angles (θ) of liquids at an A–S surface (upper row) and at an A–W surface (lower row). The pictures of the drops are cross sections through the largest diameter. A is air, L is liquid, O is oil, S is solid, W is water (or an aqueous solution). Numbers are interfacial tensions (γ) in mN m-1. Пs is spreading pressure. The scale varies among the panels.
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Wetting
In Figure 10.22a the material of the capillary—say, glass—is completely wetted by the liquid—say, water. In other words, the contact angle equals zero. If the contact angle is finite, the radius of curvature of the meniscus is > r and it will be given by r/cos θ. Consequently, Eq. (10.6) is modified to
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Wetting
Contact angles can be modified by the addition of a surfactant, since that alters interfacial tension. This is illustrated in Figure 10.25a, for spherical solid particles (S) at an O–W interface. The contact angle in the aqueous phase decreases as the surfactant concentration increases, and it can even become zero, implying that the particle enters the aqueous phase, being dislodged from the O–W interface. Figure 10.25b gives a kind of state diagram. Straight lines of constant θ go through the origin. At or above the line for θ = 0, the solid would be completely wetted by the aqueous phase; at or below θ = 1800, it is completely wetted by oil; in between, there is partial wetting.
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FIGURE 10.25 Effect of the concentration (c, in mol m-3) of a surfactant on the contact angle (θ) of spherical particles of a solid S at the O–W interface. γ is interfacial tension in mN m-1. (a) Configuration of the particles and some quantitative data. (b) State diagram of γOW cos θ versus γOW and plot of the data for W–O–S systems. The numbered points correspond to the numbers near the particles at left. The broken line refers to another system, where  θ ≈ 150 0C.
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Wetting
Adhesion. Solid particles can become lodged in a fluid interface, like fat crystals in an O–W or A–W interface. This is often called adhesion. An important parameter is the strength of the adhesion, for instance when considering so-called Pickering stabilization of emulsion droplets by small particles, or flotation (small particles in a liquid can be removed by adsorption onto air bubbles in the liquid and subsequent creaming). The free energy needed to remove a particle from the interface, for θ going from its equilibrium value to zero, is for spherical particles given by
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Wetting
Complications. Several factors affect the contact angles and thereby wetting. The interfacial tensions may differ from the tabulated values and change with time if the liquids involved are to some extent mutually soluble; dissolution may be a slow process. Such changes become more important if surfactants are present. In most cases, the surfactant (mixture) is added to one phase, and upon contact between the phases it may go not only to phase boundaries, which takes some time but also dissolve in one of the other phases, which would probably take a longer time. All these processes may affect contact angle and wetting, the latter especially if the spreading pressure is close to zero.
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Capillary displacement
When a porous solid, in which the pores are filled with air, makes contact with a liquid, this will lead to the liquid displacing the air if the contact angle as measured in the liquid is acute or zero. An example is given by a sugar cube brought in contact with tea: the tea is immediately sucked into the pores between the sugar crystals. A liquid can also be displaced by another, immiscible, liquid. An example is a plastic fat, a continuous network of fat crystals filled with a continuous oil phase—where the oil can be displaced by an SDS solution of sufficient strength; Figure 10.25. If gravity is acting and the displacement is upwards, the displacing liquid will move ever slower until the maximum.
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Capillary displacement
The pores in a porous solid are virtually never cylindrical. They are tortuous, which increases their effective length; they vary in diameter and shape, which causes the effective resistance to flow to be larger and the effective Laplace pressure to be smaller than for the average pore radius. Most importantly, the effective contact angle will be significantly larger than the true contact angle A–W–S.

This is similar to the situation depicted in Figure 10.26a. In a pore of variable diameter and shape, it may well be that for a true value of θ = 450, the meniscus of the liquid in the pore tends to become convex (as seen from the air) at some sites rather than concave; this implies that the liquid will not move at all. In many systems, the true contact angle has to be smaller than about 300 for the effective angle to be acute, for capillary displacement to occur.
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FIGURE 10.26 Dispersion of a powder in water; A = air, W = water, P = powder (particle). (a) Heap of powder on water into which water is penetrating. (b) Penetration of water between two particles at various stages (1–3) at constant contact angle (about 450). (c) Pulling action (arrows) of the surface tension of water γAW on powder particles. (d) Situation after a large water drop has fallen on a layer of powder in a cup.
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Interfacial tension gradients
Figure 10.27a depicts an interface between pure water and pure oil, where the water is caused to flow parallel to the interface. A γ-gradient is very effective in withstanding a tangential stress and arresting tangential motion of an interface. Actually, the situation is more complicated. Generally, the surfactant is soluble in at least one of the phases, and exchange between interface and bulk will occur. 
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FIGURE 10.27 Interfacial tension gradients in relation to flow of the bordering liquids. v = linear velocity, γ = interfacial tension.
Slaid 151
Interfacial tension gradients
Foaming and emulsification. The formation of γ-gradients is all that allows the formation of foams and of most emulsions. Consider making foam. Very soon vertical films (lamellae) of liquid (generally water) between air bubbles will be present. As illustrated in Figure 10.28a, the water will flow downward, and if no surfactant is present, the A–W interfaces cannot carry a stress and the water will flow as if there were no interfaces. In other words, the water falls down like a drop. This then means that the foam immediately, within seconds, disappears, as is commonly observed. If a surfactant is present, a situation as in Figure 10.28b will generally exist.
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FIGURE 10.28 Foam lamellae. (a) Downflow of water between two air bubbles in the absence of surfactant. (b) Same, in the presence of surfactant. (c) Gibbs mechanism of film stability; surfactant molecules depicted by short lines. The arrows indicate motion of the surface and of the bordering liquid.
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Interfacial tension gradients
Wine tears. The wine in a glass may show the formation of wine tears on the glass wall above the wine surface, which phenomenon is enhanced when the glass is gently rocked. It occurs especially with wine of fairly high ethanol content. The explanation is illustrated in Figure 10.29. In frame 1 we see the meniscus. Ethanol will evaporate from the thin layer in the meniscus, locally decreasing the ethanol content. This will cause an increase of surface tension (see Figure 10.4). Hence a γ-gradient is formed, hence the Marangoni effect will transport wine upward (frame 2), and hence a thicker rim of ethanol-depleted wine is formed (frame 3).
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FIGURE 10.29 Formation of wine tears.
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Interfacial tension gradients
Figure 10.30 illustrates what would happen if a surface is ‘‘instantaneously’’ enlarged. The surfactant spreads over the clean surface created. The surface excess will be decreased (by about a factor of 2), and the interfacial tension will be enlarged. This means that adsorption equilibrium does not exist anymore, and surfactant will be adsorbed until the original interfacial tension is reached again (assuming the total amount of surfactant present to be in excess). 

Second, only holds for evening out of the interfacial tension. If more than one surfactant is present, the composition of the adsorbed surfactant layer may differ from place to place, although γ is everywhere the same. Especially for poorly soluble surfactants, evening out of the surface layer composition then has to occur by surface diffusion, which may be quite slow.
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FIGURE 10.30 Vessel with a solution of surfactant (denoted by short lines), of which the surface is ‘‘immediately’’ enlarged (frame 2). Spreading of surfactant (3) and adsorption (4). γ = surface tension.
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Formation of emulsions and foams
Emulsions and foams are dispersions of two fluids, which imply that the interface between the phases is deformable. This makes the breakup of one of the materials into small particles far easier, which does not imply that quantitative understanding of the phenomena involved is easy. Some aspects are discussed in this chapter.

Many aerated foods are dispersions of air (whipped egg white) or carbon dioxide (a head on beer) in water. Emulsions come in two types: oil-in-water (O–W) and water-in-oil (W–O); in foods, the oil is nearly always triglyceride oil. O–W emulsions include milk and several milk products, creams, mayonnaise, dressings, and some soups. Very few foods are true W–O emulsions; butter, margarine and most other spreads contain aqueous droplets in a mass of oil and crystals. In the making of foams and emulsions, hydrodynamic and interfacial phenomena interact.
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Introduction
To make an emulsion (foam), one needs oil (a gas), water, energy, and surfactant. The energy is needed because the interfacial area between the two phases is enlarged, hence the interfacial free energy of the system increases. The surfactant provides mechanisms to prevent the coalescence of the newly formed drops or bubbles. Moreover it lowers interfacial tension, and hence Laplace pressure, thereby facilitating breakup of drops or bubbles into smaller ones.

Note: The word bubble is sometimes reserved for an air cell in air, a spherical cell surrounded by a thin film. A cell of air in a liquid would then be called a cavity. For convenience, we will nevertheless call the latter a bubble.
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Introduction
Several methods can be used to make emulsions or foams, for instance:

1. Supersaturation. This is not applied in food emulsion making but is fairly common in foams. A gas can be dissolved in a liquid under pressure, and then the pressure is released, so that gas bubbles are formed. The gas should be well soluble in water to obtain a substantial volume of bubbles, and carbon dioxide is quite suitable. It is applied in most fizzy beverages. CO2 can also be formed in situ by fermentation, as in beer and in yeast dough. 

2. Injection. Gas or liquid is injected through small openings in a porous sheet, into the continuous phase. In this way bubbles or drops are directly formed. They are dislodged from the sheet by buoyancy (some foams) or by weak agitation (most emulsions). The method for making emulsions is often called membrane emulsification. The ‘‘membrane’’ generally consists of porous glass or ceramic material.
Slaid 160
Introduction
3. Agitation. In agitation (stirring, beating, homogenizing), mechanical energy is transferred from both phases to the interfacial region—which can lead to the formation of bubbles or drops—and from the continuous phase to these particles—whereby they can be disrupted into smaller ones. It is by far the most common method for making food emulsions and foams. Since all forces have to be transferred via the continuous phase, it is inevitable that a large proportion of the mechanical energy applied is dissipated, converted into heat.

A special type of agitation is due to cavitation. This is the formation of vapor cavities in a liquid by local negative pressures, and the subsequent collapse of these cavities. The latter phenomenon generates shock waves that can disrupt nearby particles. Cavitation can be induced by ultrasonic waves, and ultrasound generators are useful for making emulsions in small quantities.
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4. Chemical energy. Some surfactant mixtures, during gentle mixing of the emulsion ingredients, can produce instability of an oil–water interface. Instability means that capillary waves form spontaneously, which can lead to droplet formation by a kind of ‘‘budding.’’ To the author’s knowledge this is not applied in food manufacture: the surfactant concentrations needed are too high to be acceptable in a food.

For the technologist, the prime question when making a foam or an emulsion concerns the physicochemical properties of the product made. This mainly concerns.
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Volume fraction of dispersed phase φ, since it determines some essential properties, such as rheological ones. For an emulsion, the value desired can mostly be predetermined by the proportions of oil and water in the recipe. This is often different for foams, especially when made by beating: the value of φ obtained then depends on several conditions. In foams one often speaks of the overrun, the percentage increase in volume due to incorporation of gas. The relation is percentage overrun = 100φ/(1- φ).

Particle size distribution, f(d). It is of considerable importance for the physical stability of the system. Generally, the smaller the droplets or bubbles, the more stable the system.

Surface layer of the particles, thickness and composition. Again, this greatly affects the stability.

Emulsion type, O–W or W–O. 
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Finally, making an emulsion or a foam is a highly complex process, involving several different, though mutually dependent, phenomena in the real of hydrodynamics and dynamic surface properties. The quantitative relations depend on the composition of the system, the construction of the apparatus used, and the energy input level. We will not consider all these aspects but merely outline the most important principles involved.
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Foam formation and properties
When a foam is made in a vessel containing a low-viscosity liquid, either by injection of air bubbles or by beating, phenomena as illustrated in Figure 11.1 will generally occur. As mentioned, foam bubbles are fairly large, and they cream rapidly, at a rate of 1mm s-1 or faster. They thereby form a layer on top of the liquid. As soon as the layer is a few bubble diameters in thickness, buoyancy forces cause the bubbles to deform each other against their Laplace pressure, further increasing the volume fraction of air in the layer. Often, the bubble size distribution becomes fairly monodisperse, because small bubbles disappear by Ostwald ripening: small bubbles have a high Laplace pressure, so the air inside has an increased solubility in water, and the air diffuses to larger bubbles nearby. Since the diffusional distance is small, this process can be quite rapid.
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Geometry
The phenomena just mentioned lead to formation of a polyhedral foam: the shape of the air cells approximates polyhedra. For cells of equal volume, the shape would be about that of a regular dodecahedron (a body bounded by 12 regular pentagons), and the edge q then equals about 0.8r, where r is the radius of a sphere of equal volume. Actually, the structure is less regular, because of polydispersity. Close packing of true dodecahedrons is not possible. In a ‘‘two-dimensional’’ foam, say, one layer of bubbles between two parallel glass plates, cells of equal volume can show a regular array of close-packed hexagons, as in a honeycomb.
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FIGURE 11.1 Subsequent stages, from (a) via (b) to (c), in the formation of a foam after bubbles have been made. The thickness of the films between bubbles is too small to be seen on this scale.
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Geometry
The thin films between bubbles always meet at angles of 1200, assuming the surface tension to be constant, which is generally the case. For angles of 1200 a balance of forces exists, as is illustrated in Figure 11.2a. If the structure is not completely regular—and it never is—at least some of the films must be curved. This is illustrated in Figure 11.2b. Now the Laplace pressure in the central bubble depicted is higher than that in the four surrounding cells, and the central one will disappear by Ostwald ripening. This leaves a configuration of four planes meeting at angles of 900. Although in this case a balance of forces is also possible, the slightest deviation from 900 causes an unstable configuration, which will immediately lead to rearrangement, as depicted. (In other words, a configuration with 1200 angles coincides with the lowest possible surface area, hence a minimum in surface free energy.) In a real foam, such rearrangements occur continuously and follow an intricate pattern. Anyway, the foam becomes coarser.
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FIGURE 11.2 Cross sections through bubble configurations in foams. (a) Balance of forces where three flat films meet. (b) Change of configuration when a small bubble amidst four larger ones disappears.
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Geometry
An important structural element in a foam is the Plateau border, the channel having three cylindrical surfaces that is formed between any three adjacent bubbles. Similar channels are formed where two bubbles meet the wall of the vessel containing the foam. Figure 11.3a shows a cross section, and it follows that the Laplace pressure inside the Plateau border is smaller than that in the adjacent films. This means that liquid is sucked from the films to the Plateau borders, whence it can flow away (drain), because the Plateau borders form a connected network. The curvature in the Plateau border is determined by a balance of forces, Laplace pressure versus gravitational pressure. The relation is
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FIGURE 11.3 Cross sections through Plateau borders and films. (a) Illustration of the difference of the Laplace pressure between border and film. (b) Plateau border at a greater height in the foam.
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Drainage
It will, of course, take time to obtain a dry foam, since the water has to drain from it, and drainage is greatly hindered by the narrowness of the films and channels in the foam. Drainage theory is intricate and not fully worked out, and we will only consider drainage from a single vertical film due to gravity. The film has a thickness d, width q, and height h.
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Surfactant Concentration. The first requirement is that sufficient surfactant is present to cover the total air surface produced. Figure 11.4a gives some examples (obtained in small-scale laboratory equipment). To mention a more practical situation, overrun values of 400–1800 % have been obtained when beating 1% whey protein solutions.

Another point is that an optimum protein concentration for overrun is often observed. The decrease in overrun upon a further increase of concentration may be due to increased viscosity, hence slower drainage, hence a foam containing more liquid; but this has not been well studied. Other (possible) effects of surfactant concentration are mentioned below.
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FIGURE 11.4 Amount of foam formed from dilute solutions of a potato protein isolate (PPI) and purified patatin (PAT); pH = 7.0, ionic strength = 0.05 molar. Foam was made on a small scale by beating. (a) Effect of protein concentration. (b) Effect of beater speed (revolutions per minute). (c) Effect of beating time. 
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Surfactant Type. The surfactant of choice for making food foams is nearly always protein, in order to obtain sufficiently stable foams. Figure 11.4 shows the differences between two proteins; in practice, a far wider range of variation is observed. Figure 11.5 shows results of some proteins in relation to dynamic surface tension. It is seen that ovalbumin and lysozyme give virtually no decrease in γ at a high expansion rate, short time scales; in other words, П ≈ 0. This then means that γ-gradients cannot form and drainage will be so fast as to prevent foam formation. The differences among the proteins shown cannot be due to a difference in the rate of protein transport to the surface.
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FIGURE 11.5 Foaming properties of some proteins (solution of 0.25 mg per ml) in relation to the dynamic surface tension. γ is surface tension; d ln A/dt is the surface expansion rate; d is the approximate average bubble diameter.
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Overrun
Another variable is the effective molar mass of the surfactant. Smaller molecules tend to give a higher molar surface load at the same mass concentration in solution, and thereby higher П-values. Protein hydrolysates often have superior foaming properties, where faster unfolding of smaller peptides may also play a part. (On the other hand, the foam tends to be less stable against Ostwald ripening.) Aggregation of proteins, caused by denaturation, tends to decrease overrun, simply because Г∞ then is much higher, implying that more protein is needed to cover a given surface area. Heat denaturation of whey proteins tends to decrease overrun by a factor of about four.
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Beating conditions have considerable effect on overrun, but few systematic studies have been done. During beating, large bubbles are formed, and these can be broken up into smaller ones. Especially at high φ-values, coalescence of bubbles can occur. Coalescence is due to rupture of the film between bubbles, and during beating these films are frequently stretched, increased in area by tensile forces acting on the film. This also means that the film becomes thinner. 
Beating Time. Figure 11.4c illustrates that overrun at first increases during beating—as is only to be expected—but then decreases. Since such ‘‘overbeating’’ is typical for globular proteins as a surfactant, the most likely explanation is surface denaturation, leading to protein aggregation. During beating frequent expansion and compression of film surfaces occurs, and this may readily cause strong unfolding and subsequent aggregation of globular proteins.
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Regimes
The relations governing the size of the drops obtained depend on hydrodynamic conditions. Accordingly, some different regimes can be distinguished, and in each regime equations can be derived that predict parameters like local stress, resulting drop size, and time scales of various events. The main factors determining what the regime is are the type of force and the flow type. 

Flow Types. The main distinction is between:

Laminar flow, occurring if Re < ~ 2000. 

Turbulent flow for Re > ~ 2500.

These variables give rise to three regimes for droplet (or bubble) breakup:

1. Laminar/viscous forces (LV), breakup by viscous forces in a laminar flow field

2. Turbulent/viscous forces (TV)

3. Turbulent/inertial forces (TI)
Slaid 179
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Whether in turbulent flow viscous or inertial forces are predominant depends on the drop Reynolds number Redr (Table 5.1), where the characteristic length equals drop diameter d, and the velocity is that of the drop relative to the adjacent liquid. Some particulars about the regimes are given in Table 11.2 and the mathematical expressions given are discussed further on.
[image: image66.wmf]
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Laminar flow
Two of the various types of laminar flow, and the effects such flows have on drops, are depicted in Figure 11.6. It also gives the definitions of the velocity gradient.

Simple shear flow causes rotation, and also the liquid inside a drop subjected to shear flow does rotate. The drop is also deformed, and the relative deformation (the strain) is defined as D = (L – B)/(L + B); see Figure 11.7a for definition of L and B. For small Weber numbers, we simply have D = We. For larger values of We, the drop is further deformed as depicted.
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Laminar flow
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FIGURE 11.6. Two types of laminar flow, and the effect on deformation and breakup of drops at increasing velocity gradient (ψ). The flow is two-dimensional; it does not vary in the z-direction. More precisely, the flow type in (b) is ‘‘plane hyperbolic flow.’’
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Laminar flow
In elongational flow, there is no internal rotation in the drop, and it becomes elongated, irrespective of the viscosity ratio. If We is high enough, the drop attains a slender shape (see Figure 11.6b), in which it is subject to Rayleigh instability and thereby breaks into a number of small drops. As depicted in Figure 11.7, curve α = 1, Wecr is always smaller for elongational than for simple shear flow. This is because of the absence of rotational flow inside the drop and because the effective viscosity in elongational flow is larger than the shear viscosity (by a factor of two for a Newtonian liquid in plane hyperbolic flow).
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[image: image68.wmf]
FIGURE 11.7 The effect of the viscosity ratio, drop over continuous phase (ηD/ηC), on the critical Weber number for drop breakup in various types of laminar flow. The parameter a is a measure of the amount of elongation occurring in the flow: for α = 0, the flow is simple shear; for α = 1, it is purely (plane) hyperbolic.
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Laminar flow
The flow pattern can be intermediate between simple shear and pure elongation, and such a situation is very common in stirred vessels and comparable apparatus at Re < Recr. The extent to which elongation contributes to the velocity gradient can be expressed in a simple parameter, here called α, that can vary between 0 and 1. As shown in Figure 11.7, a little elongation suffices to reduce markedly the magnitude of Wecr and allows breakup at a higher viscosity ratio.

The results in Figure 11.7 have been obtained for (large) single drops in precisely controlled flow at constant conditions. They agree well with theoretical predictions. Results on average droplet size of emulsions (ηC fairly high) obtained in a colloid mill reasonably agree with theory.
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Turbulent flow
Turbulent flow is characterized by the presence of eddies (vortices, whirls), which means that the local flow velocity u generally differs from its time average value u. The local velocity fluctuates in a chaotic manner, and the average difference between u and u equals zero.

Disruption probably occurs via the sudden formation of a local protrusion on a drop, which then breaks off. This would mean that fairly wide droplet size distributions result, as is indeed observed: see Figure 11.8a.
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Turbulent flow
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FIGURE 11.8. Examples of the droplet size (distribution) in O–W emulsions resulting from treatment in a high-pressure homogenizer, at various homogenizing pressures pH. (a) Volume frequency distributions (f) in % of the oil per 0.1 mm class width versus droplet diameter d; pH indicated in MPa. (b) Average diameter d32 as a function of pH for various oil volume fractions φ (indicated); the aqueous phase was a solution containing about 3% protein.
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Complications
The discussion given in Section 11.3 is to some extent an oversimplification, not so much because the relations given are approximations, but rather because several conditions must be fulfilled for them to be applicable, since foam and emulsion formation may involve a number of other variables. A few will be mentioned by way of illustration.

This brings us to what may be considered the most important point. Formation of small drops (bubbles) involves a number of different processes, roughly illustrated in Figure 11.9. Drops are deformed and may or may not be broken up. Drops frequently encounter each other and this may or may not lead to their (re) coalescence. In the meantime, surfactant adsorbs, which affects the result of the various processes. Each of these processes has its own time scale, depending on a number of variables. All of the processes occur numerous (say, 100) times during stirring, beating, homogenizing, starting with large drops that gradually give rise to smaller ones. Finally, a steady state may be reached, in which disruption and recoalescence balance each other. In practice, such a state is generally not quite reached.
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[image: image70.wmf]
FIGURE 11.9 Various processes occurring during making of small drops (or bubbles). The drops are depicted by thin lines and the surfactant by heavy lines and dots. 
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Role of surfactant
It is often assumed that the role of a surfactant in emulsification is the lowering of γ, thereby facilitating the breakup of drops. Although this is true enough, it does not explain the prime role of the surfactant. Assume that we try to make emulsions (a) of paraffin oil and water, and (b) of triglyceride oil and water.

Different surfactants give different results, as illustrated in Figure 11.10. Plateau values are obtained at high surfactant concentrations. Emulsification was in the regime TI, and according to Eq. (11.1) the droplet size obtained should be proportional to γ0.6. This roughly agrees with the plateau values of d32 obtained, though not precisely. Moreover, the shapes of the curves show clear differences. Some factors causing such differences have been identified, but a full explanation cannot yet be given.
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FIGURE 11.10 Specific droplet surface area A (and average droplet size d32) as a function of total surfactant concentration c, obtained at approximately constant emulsification conditions for various surfactants; PVA = poly (vinyl alcohol); also for soy protein a plateau value of A is reached, at about 20 kg m-3. Approximate plateau values for the interfacial tension γ are 3, 10, and 20 mN m-1 for the nonionic, caseinate, and  PVA, respectively.
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Droplet breakup
Comparing surfactant types, small-molecule amphiphiles tend to give a lower γ-value than proteins. Hence amphiphiles give a smaller average droplet size, as illustrated in Figure 11.11. Naturally, the concentration of surfactant c becomes smaller during emulsification due to depletion: the total interfacial area markedly increases due to the decrease in droplet size, the more so for a higher φ value. More surfactant becomes adsorbed. This also happens during foam formation, but the increase in area is far smaller. A decreased c value gives a longer adsorption time. Consequently, the effective γ value will increase, often strongly, during the emulsification process. Presence of surfactant at the interface will also directly affect deformation. The surfactant allows formation of a γ-gradient. This would affect the deformation mode of a drop, which has indeed been observed.
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Prevention of recoalescence
An essential role of the surfactant is to prevent the newly formed drops from coalescing again. Drops frequently encounter each other during the emulsification process. Recoalescence has been shown to occur in the following type of experiment. Two O–W emulsions are made that have identical properties, except that two oils are used that differ, in refractive index. These emulsions are then mixed and the mixture is rehomogenized. By comparing the refractive index of the droplets so obtained with that of the original ones, it follows that droplets of mixed oil composition have indeed been formed.
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Most surfactants provide colloidal repulsion to act between droplets, thereby preventing their close approach—hence coalescence—upon encountering each other and it appears logical to assume that this mechanism also acts during emulsification. The stress by which the drops are driven toward each other can be very large. The magnitude is about the same as that of the stress needed to break up the drops, hence of the order of the Laplace pressure of the drops. For drops of 1 mm, this means about 2 104 Pa. In Chapter 12, colloidal interactions between particles are discussed. It can be derived that the so-called disjoining pressure, the colloidal interaction force per unit area that drives the drops apart, will for 1 mm droplets rarely be larger than 2 102 Pa if due to electrostatic repulsion. This would be far too small to prevent collision and thereby coalescence.
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[image: image72.wmf]
FIGURE 11.11 Schematic illustrations of the mechanisms relevant for the prevention of recoalescence of newly formed oil drops during emulsification. (a) Forces involved; the magnitude of the stresses given would apply to R ≈ 0.5 μm. (b) Formation of a γ-gradient in the gap between approaching drops and subsequent Marangoni effect if the surfactant (γ) is in the continuous phase. (c) Evolution of the distribution of surfactant (    ), and absence of Marangoni effect, if the surfactant is in the disperse phase. 
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Prevention of recoalescence
The stabilizing mechanism discussed has been called the Gibbs–Marangoni effect. The Marangoni effect would lead to an inflow of continuous phase into the film because of the γ-gradient formed. This will presumably not occur in an early stage, because the hydrodynamic pressure will cause a stronger outflow. As soon as this pressure relaxes, the Marangoni effect may become significant, driving the drops apart. The strength of the γ-gradient developing will depend on the Gibbs elasticity of the film. Its magnitude will at least equal twice the surface dilatational modulus and be higher for a film of a thickness far smaller than its diameter. Figure 11.12 gives some examples of surface pressure against surface excess, plotted in such a way that the slope of the curve would equal the value of ESD (for not too high Г). 
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Prevention of recoalescence
If the HLB value is not greatly different from 7, the surfactant can probably be dissolved in either phase. After agitation has started, most of the surfactant will readily move to the phase in which it is best soluble. For HLB = 7, it will reach about equal concentrations in both phases; this is presumably the reason why such surfactants tend to be poor emulsifiers. Bancroft’s rule also explains why proteins cannot be used as surfactants to make a W–O emulsion: they are insoluble in oil.
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FIGURE 11.12 Surface pressure П versus ln(surface excess, Г) at the O–W interface for sodium dodecyl sulfate and β-casein.
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Surface layers of proteins
Changes occurring in proteins due to adsorption are discussed, topic ‘‘Adsorption.’’ During emulsion or foam formation with protein(s) as surfactant, however, no equilibrium adsorption is attained. In Figure 11.13a an adsorption isotherm for β-casein at the O–W interface (obtained by slow adsorption onto macroscopic interfaces at quiescent conditions) is compared with an apparent adsorption isotherm calculated from emulsions made (d32 = 1 μm) at various protein concentrations. It is seen that the apparent surface activity of the casein in the emulsions is far smaller, the bulk concentration needed to obtain a plateau value of Г; being about 3 orders of magnitude larger than for quiescent adsorption. In the emulsion the plateau value of Г; is higher by about 30%. For small-molecule surfactants, emulsification leads to equilibrium adsorption. This means that knowledge of the adsorption isotherm, surfactant concentration, and total droplet surface area permits calculation of Г. This is not possible for proteins.
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FIGURE 11.13 Surface excess (Г) of proteins at the O–W interface as a function of protein concentration. (a) Results for β-casein obtained by quiescent adsorption onto a plane interface or by emulsification; cB is concentration in the bulk (continuous) phase. (b) Results obtained by emulsification for various proteins; cT is total concentration in the system, and A is the interfacial area produced by emulsification. The broken line would be obtained if all of the protein became adsorbed.
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Recapitulation
Foam. An important variable in foam making is the overrun. It is the resultant of various processes during beating: bubble formation, drainage, and bubble coalescence. Bubbles cream rapidly, forming a closepacked layer from which liquid drains. In this way a polyhedral foam is generally formed. The bubbles are separated by thin films that end in Plateau borders; the latter form a continuous network through which liquid can drain. Drainage causes separation into foam and liquid, and the foam gets an ever higher φ value. This gives the foam a certain firmness. Many aerated foods are bubbly foams, meaning that φ is smaller than about 0.6. Such systems are made more firm by various means, mostly gelation of the continuous phase.
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Recapitulation
Making emulsions is simple, but making small drops is difficult, because the Laplace pressure, which causes the resistance to deformation and breakup, increases with decreasing drop (or bubble) diameter. To obtain a stable system, small drops are generally desired. The prime occurrence in emulsion formation is thus the breakup of drops into smaller ones. External stresses are needed to overcome the Laplace pressure. Different forces act in different regimes. Viscous forces, which act in a direction parallel to the drop surface, can arise in laminar flow. This can be shear flow or elongational flow, and the latter is more effective in breaking up a drop, especially if the drop has a high viscosity. Breakup can also be caused by inertial forces, which act where local velocity fluctuations cause pressure fluctuations; these forces act normal to the drop surface. Fluctuations can arise in turbulent flow, and they increase with the intensity of agitation, given as the dissipation rate of mechanical energy or power density (in W m-3). Depending on conditions, drop size and liquid viscosity, a turbulent flow can nevertheless be laminar close to a drop, breaking it by viscous forces.
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Recapitulation
Roles of the Surfactant. Emulsions and foams cannot be made without surfactant being present. The prime function of the surfactant is the formation of interfacial tension gradients. Thereby drainage of liquid from a film between bubbles or drops is greatly retarded, which is essential in foam formation and in the early stages of emulsification. Moreover, drops can recoalesce after being formed, since two drops are often closely pressed together during the process, and this at a stage when they are not yet fully covered with surfactant. Colloidal repulsion between drops is generally too weak to prevent coalescence during emulsification. However, the formation of a γ-gradient greatly slows down the outflow of liquid from the gap between drops, thereby often preventing their coalescence. The strength of this mechanism depends on the Gibbs elasticity of the film between drops, which varies among surfactants and with surface load. The elasticity is higher and the mechanism more effective if the surfactant is present in the continuous phase rather than in the drop. This explains Bancroft’s rule: the continuous phase becomes the one in which the surfactant is best soluble.
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Proteins are not very suitable for making fine emulsions; in other words, it takes more energy to obtain small droplets than with a small molecule surfactant. This is primarily due to their large molar mass. It causes the effective γ value that they can produce at the O–W interface to be fairly large. Moreover, their molar concentration is small at a given mass concentration, causing the Gibbs elasticity to be relatively small. This means that prevention of recoalescence is less efficient. Proteins are not suitable to make W–O emulsions, as follows from Bancroft’s rule: they are insoluble in oil. The adsorption layer of proteins on the droplets obtained by emulsification is not an equilibrium layer, whereas it is for small-molecule surfactants.
12 Colloidal interactions
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Colloidal interactions
In Chapter 3, bonds and interaction forces between species of molecular size were briefly discussed. In this chapter, the same forces come into play when they act between larger structural elements, mostly particles. Moreover, Chapter 3 mostly concerns bond energy, whereas the interaction forces discussed now can be in considerable part due to entropic effects: mixing, conformational, and contact entropy can all play a part. Colloidal interaction forces act primarily in a direction perpendicular to the particle surface; forces primarily acting in a lateral direction were discussed in Chapter 10. We merely consider ‘‘internal forces,’’ which find their origin in the properties of the materials present. This excludes forces due to an external field, such as gravitational, hydrodynamic, and external electric forces.
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General introduction
Consider two particles in a liquid, a large distance apart. Colloid scientists try to predict the free energy needed to bring these particles from infinite distance to a close distance between the particles’ surfaces h. If that energy is positive, it means that the particles repel each other; if it is negative, they attract each other. For particles of a size of the order of 1 μm, the distance between the surfaces over which interaction forces are significant is nearly always much smaller than the particle size.
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General introduction
Interaction Curves. Figure 12.1 gives a hypothetical example of such a curve. At very close distance (< 0.5 nm), the interaction free energy is always (large and) positive, due to hard-core repulsion, but at longer distances the shape of the curves can vary widely. In the drawn curve, a primary minimum is shown at A, a maximum at B, and a secondary minimum at C. Starting at large h, the particles will at some time reach position C. If it is a shallow minimum, the particles can diffuse away from each other; if the minimum is deeper, they may stay aggregated without actually touching each other. If the maximum at B is substantial, the particles will not pass it. The maximum can be seen as a free energy barrier, retarding or even preventing close approach. The maximum value of V cannot be seen as representing an activation free energy as used in molecular reaction kinetics.
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FIGURE 12.1 Hypothetical example (solid curve) of the colloidal interaction free energy V divided by kBT, as a function of interparticle distance h. The insert defines the geometry involved for the case of two spheres of radius R. The broken lines give two other examples of interaction curves.
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General introduction
Importance. Some situations in which colloidal interaction forces play an essential role are the following:

Aggregation of particles, does it occur and if so at what rate?

The rheological properties of particle gels greatly depend on the strength of the interaction forces between the particles.

The stability of thin films against rupture .

In understanding the last case, the interaction between two flat plates or surfaces is needed. Assuming the dimensions of the film to be much larger than its thickness δ, the interaction free energy V then should be given per unit surface area of the film, in J m-2. In the case of particles, it is given in joules per particle pair. 
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Applications. Despite these complications, the Hamaker–de Boer–Lifshits theory is very useful. It is commonly applied in virtually all theories on colloidal interaction. If no other colloidal interaction forces act, it can be used directly. A case in point in foods is triglyceride crystals in triglyceride oil (Hamaker constant of order 0.5 kBT). Here no other substantial forces act except hard-core repulsion. The latter is taken care of by assuming that very strong repulsion prevails below a certain value of h, often taken as 0.5 or 1nm.
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Electrostatic repulsion
Any aqueous surface or interface carries an electric charge. The surface of pure water is negatively charged, due to a preferential adsorption of OH ions. Also in salt solutions, there is a certain preference for some ions, generally anions, to be located at the interface. In many food systems, ionic surfactants (including proteins) are adsorbed at an aqueous interface, thereby giving rise to a considerable charge. Of course, the charge may depend greatly on pH. 
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Electrostatic repulsion
Electrostatic Potential. The presence of an excess charge at the interface causes it to have an electrostatic surface potential c0. This may cause repulsion between two charged surfaces that are close together. 

Counterions (ions of a charge sign opposite to that at the interface) accumulate near the interface, whereas coions (same charge sign as at the interface) are excluded. This is shown in Figure 12.2a
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Electrostatic repulsion
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FIGURE 12.2 The electric double layer. (a) The concentration c of counterions and coions near a negatively charged surface; c∞ is the bulk electrolyte concentration. (b) The decay of the electrostatic potential ψ near that surface. The (‘‘nominal’’) thickness of the electric double layer 1/k is also indicated.
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Role of polymers
Polymers can strongly affect colloid stability. Many polymers can adsorb onto particles and then cause steric interaction, which is often repulsive and thereby stabilizing, although attractive interaction can also occur. If polymer molecules adsorb on two particles at the same time, they cause bridging, hence aggregation. Polymers in solution can also cause aggregation via depletion interaction, or they can stabilize a dispersion by immobilizing the particles in a gel network.

Chapter 6 gives basic aspects about polymers, and Chapter 7 about proteins, the polymers often used in stabilizing food dispersions. 
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Steric interaction
The mode of adsorption of various polymers is illustrated in Figure 10.12. Polymers can also be ‘‘grafted’’ onto a particle, which means that one end of each molecule is strongly attached to the surface. The conformation and the thickness of a layer of adsorbed or grafted polymer molecules will depend on (a) the number density of the layer, the number of molecules attached or adsorbed per unit surface area σ (one per 10 nm2); (b) the length (degree of polymerization) of the molecules; (c) the number and distribution of segments that have affinity for the particle surface; and (d) the solvent quality. It is difficult to define unambiguously the thickness δ of a polymer layer. It may be taken as the distance from the surface that gives a layer that includes a certain proportion, 90%, of the polymer segments.

Figure 12.3 gives examples for one polymer length. The ‘‘mushroom’’ type is typical for grafted polymers, if solvent quality is good and σ low.
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Steric interaction
[image: image77.wmf]
FIGURE 12.3. Various conformations adapted by grafted polymer molecules sticking out in a liquid. Grafting is depicted by a dot. The local polymer segment density φ is indicated as a function of distance from the surface x. The approximate thickness of the polymer layer δ is also indicated.
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Steric interaction
A polymer layer, whether adsorbed or grafted, can cause so-called steric repulsion. Two mechanisms can be distinguished, as illustrated in Figure 12.4. If the proximity of a second particle restricts the volume in which the protruding polymer chains can be, this means that the number of conformations that a chain can assume is restricted, hence the entropy of these chains is lowered, hence the free energy is increased, hence a repulsive force will act.
Slaid 217
Steric interaction
[image: image78.wmf]
FIGURE 12.4. Two mechanisms involved in steric repulsion due to grafted (or adsorbed) polymer chains (heavy lines). The dotted lines indicate possible conformations of the polymer chain in the absence of volume restriction.
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Steric interaction
Proteins. As an illustrative example, we will briefly discuss some aspects of the colloidal stability of casein micelles. These are proteinaceous particles to be found in milk, with mean diameter about 120 nm. They consist predominantly of caseins, calcium phosphate, and water. One of the caseins present, called k-casein, has a very hydrophilic C-terminal part of 64 amino acid residues, containing some acidic sugar groups, net charge 9 to 12. k-casein is at the outside of the micelles, and the C-terminals stick out into the solvent, forming a ‘‘hairy’’ layer. The value of s is about 0.03 nm2; at the ionic strength (75 mmolar) and pH (6.7) of milk, the layer thickness is d = 7 nm. It may be considered as a salted brush of grafted polymer chains. It provides complete stability against aggregation of the casein micelles. The van der Waals attraction between the micelles is not strong, because the particles are fairly small and consist for the most part of water, which implies that the Hamaker constant is small.
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Bridging
Consider two particles with an adsorbed layer of a homopolymer, where part of the chains protrude from the particle surface. When these particles are brought close together, theory predicts that at equilibrium some of the polymer molecules will become adsorbed onto both particles, forming a bridge. Such bridging by adsorption is depicted in Figure 12.5a. It implies, of course, that the particles are aggregated. The same situation may occur with several kinds of copolymers (though not for a diblock copolymer with one part of the molecule being hydrophobic and adsorbed and the other part hydrophilic and protruding into the solvent).

In practice, the predicted bridging may not happen, because thermodynamic equilibrium is not reached. When two particles meet by Brownian motion, they will be close together for, say, 1 ms, and it will probably take a far longer time for the adsorbed layers to attain an equilibrium conformation. Hence the dispersion will appear stable. On the other hand, if the particles stay together for a long time, because they are sedimented, bridging may occur in the long run. This has been observed in some systems, but the author is unaware of an unequivocal example involving adsorbed proteins.
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Bridging
[image: image79.wmf]
FIGURE 12.5. Various modes of bridging two colloidal particles. Situation (c) can only occur for emulsion drops (or possibly gas bubbles) and (d) generally for solid particles. Not to scale: the number of polymer molecules involved in situations (a) and (b) would be very much larger than depicted.
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Other interactions
Hydrogen bonding can certainly occur, but it only acts at a very short distance.

Solvation, mostly hydration, of groups at a particle surface may cause repulsion. Especially charged groups are hydrated, but these cause electrostatic repulsion anyway. Dipoles may play a part. Their dehydration is needed for close contact, and that costs free energy. The range over which such a hydration force acts is quite short, at most 2 nm. The importance of hydration in stabilizing particles against aggregation is unclear, and probably fairly small. Apolar particles in water may be subject to attraction caused by the hydrophobic effect. Again, the range over which such a force acts is generally small.

If particles are already quite close to each other, hydrogen bonds or hydrophobic interaction may lead to bond strengthening. Also the kind of cross-linking discussed in relation to Figure 12.8b may be enhanced after particles become aggregated. The theories of colloidal interaction, as discussed in the previous sections, may well predict whether aggregation will occur, but they tell little about the force needed to break the link between particles. In other words, links that are assumed to be more or less reversible (a few times kBT) may become irreversible after a while.
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Other interactions
Figure 12.6 illustrates some other mechanisms of bond strengthening. The particle rearrangement shown increases the coordination number. Two particles being attracted by a net free energy of 1 kBT will not stay together for a long time, but a particle attached to 6 other ones by the same energy will not readily come loose. Solid particles often have an uneven surface. If aggregated, such particles may move a little until they have obtained the closest fit, implying the strongest van der Waals attraction. Soft or fluid particles may flatten upon attraction, whereby the attractive force is generally enhanced. Finally, Ostwald ripening may lead to local sintering of solid particles, especially crystals. At sharp edges the solubility of the particle material is enhanced; at a gap between particles it will be decreased. This then leads to diffusion of material to the gap and thereby to growth of the junction between particles, as depicted.
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Other interactions
[image: image80.wmf]
FIGURE 12.6. Illustration of some bond strengthening mechanisms.
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Recapitulation
Several colloidal interaction forces can act between particles dispersed in a liquid. If these particles attract each other, they will aggregate, which means that the dispersion is unstable. The interaction forces can also affect the stability of a thin film (between air bubbles) and the rheological properties of particle gels.

One generally tries to calculate the interaction free energy V between two particles as a function of the distance between their surfaces h. Van der Waals forces nearly always cause attraction. The interaction depends on the materials involved, which dependence is given by the Hamaker constant; besides the material of the particles, that of the fluid between them is involved. Generally, the attraction across air is much stronger than that across water. Besides, the geometry of the system affects the interaction. It is strongest for h ≈ 0, and is inversely proportional to h (spherical particles) or to h2 (platelets).
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Recapitulation
Repulsive forces are generally caused by substances adsorbed onto the particles, as illustrated in Figure 12.7. In all cases, the interaction force increases with increasing surface excess (number of adsorbed molecules per unit interfacial area). Electric charge on the surface induces an electric potential. Counterions accumulate near the surface to neutralize the charge, and they thus form an electric double layer.
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FIGURE 12.7. Illustration of materials being adsorbed onto fluid interfaces (O–W or A–W), thereby causing repulsion between two of such interfaces. (a) Anions, (b) soaps, (c) Tween-like surfactants, (d) neutral polymers, (e) proteins. Highly schematic; the straight lines represent aliphatic chains. The repulsion is electrostatic (a and b), steric (c and d), or mixed (e).
13 Changes in dispersity 
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Changes in dispersity 
In Section 9.1 it is stated that all lyophobic dispersions are thermodynamically unstable. They tend to change in such a way that the interfacial free energy will be minimized, causing an increase in particle size. Some lyophilic dispersions can become unstable if conditions like pH, ionic strength, or solvent quality change. In Chapter 12, the interaction forces involved are discussed, and additional basic information is given in Chapter 10. The instability can lead to a variety of changes, which are the subject of this chapter. The rate at which they will occur and the factors affecting them will be discussed. The particle size distribution is often an important variable.

The changes can also be caused or affected by external forces, especially gravitational and hydrodynamic forces. 
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Overview
Figure 13.1 gives an overview of the various types of change in the state of dispersity. Growth/Dissolution. The driving force is here a difference in the chemical potential between the substance making up the particle and the same substance in solution. If the solution is undersaturated the particles will dissolve, whereas if it is supersaturated the particles can grow. For new particles to form, nucleation is needed. Growth of solid particles generally means crystallization, a complicated phenomenon. We will not further discuss this type of change in the present chapter.

Ostwald Ripening. The driving force is the difference in chemical potential of the material in particles differing in surface curvature, as given by the Kelvin equation.
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Overview

[image: image82.wmf]
FIGURE 13.1. Illustration of the various changes in dispersity. S = solid, L = liquid, and G = gaseous particle. / possible in some cases. : enhances, (:) may be slightly enhancing, and; impedes the change. The solid lines in the particles in (e) denote (fat) crystals.
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Overview
Coalescence. This is caused by rupture of the film between two emulsion drops or two foam bubbles. The driving force is the decrease in free energy resulting when the total surface area is decreased, as occurs after film rupture. The Laplace equation  plays a key role.

Aggregation. The interactions involved are treated in Chapter 12. It follows that the main cause is often van der Waals attraction, as given by the Hamaker equations. Another important cause is depletion interaction, where the driving force is increase in mixing entropy of polymer molecules or other small species present in solution.

Partial Coalescence. This is a complicated phenomenon. It can occur in O–W emulsions if part of the oil in the droplets has crystallized. The ultimate driving force is, again, a decrease in interfacial free energy, but the relations given by Hamaker, Laplace, and Young all are involved.

Sedimentation. This can either be settling, downward sedimentation, or creaming, upward (negative) sedimentation. The driving force is a difference in buoyancy, or in other words the decrease in potential energy of the particles that will occur upon sedimentation.
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Overview
Mutual Interference. One kind of change can affect the rate or even the occurrence of the other. All changes leading to an increase in particle size, (a–e), cause an enhanced sedimentation rate. The effect is especially strong for aggregation, since sedimentation in turn tends to enhance the aggregation rate. This means that all of the instabilities would ultimately lead to demixing, unless aggregation results in the formation of a space-filling network. Coalescence can only occur if the emulsion droplets or the gas bubbles are close to each other, and in nearly all cases they have to be close for a fairly long time, say at least a second. This then means that coalescence generally has to be preceded either by aggregation or by sedimentation. Coalescence eventually leads to phase separation, between oil and water. As mentioned, particle size can increase by various mechanisms (processes), and it depends on several internal and external variables which process is predominant. To find a remedy for an undesirable change, it is necessary to establish which process is occurring. Interference between the various processes may make it difficult to establish the prime cause.
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Overview
Free Energy Change. It may be enlightening to consider the magnitude of the decrease in free energy (ΔG) involved in some of the changes that can occur.

The most important conclusion is, that the stability is not at all related to the value of ΔG. If the aqueous phase has a viscosity like that of water, creaming will spontaneously occur and be clearly observable within a day. On the other hand, the emulsion may be stable against significant coalescence and oil oxidation for several years. The time needed for visible aggregation to occur may vary from one to 106 minutes, or even longer. We need to study the kinetics of the various processes. Only in a limited number of cases is the change slow because the driving force is small. It may finally be noted that in many systems instability—expressed as a rate of change—may vary with time, owing to some reaction causing a change in pH or viscosity.
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Aggregation
Two particles are said to be aggregated if they stay together for a much longer time than they would do in the absence of colloidal interaction forces. In the absence of such forces, the time together (the time needed for two particles to diffuse away from each other over a distance of about 10 nm) would often be on the order of some milliseconds. It may be noticed that the terms flocculation and coagulation are also used, where the former is, for instance, used to denote weak (reversible) and the latter strong (irreversible) aggregation.
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Orthokinetic aggregation
‘‘Fast’’ Aggregation. Smoluchowski has worked out a theory for the case of simple shear flow, further assuming that particles will stick and remain aggregated when colliding with each other. The situation is illustrated in Figure 13.2 for spheres of equal size, neglecting hydrodynamic interaction forces for the moment. A particle (A) will meet a reference particle (B) if its center is in a half cylinder of radius ac (which equals the collision radius 2a), as depicted.
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Orthokinetic aggregation
[image: image83.wmf]
FIGURE 13.2. Orthokinetic aggregation of particles of equal diameter in simple shear flow, as envisaged by Smoluchowski. At left, the flow velocity profile is shown. Particle A moves from left to right (positions 1 to 5), particle B is in a stationary position, but it does rotate. At right a cross section is given that illustrates the geometry of the half-cylinder containing the centers of the particles to the left of B that will ‘‘collide’’ with B.

Slaid 235
Orthokinetic aggregation
Other Complications. At high volume fractions, the encounter rate will be more than proportional to φ, because the effective volume available for the particles is decreased owing to geometric exclusion. This also applies to perikinetic aggregation. For orthokinetic aggregation a high volume fraction will, moreover, affect the capture efficiency, because the stress sensed by the particles will be greater than ηψ. Other flow types, especially elongational flow, give other results. Elongational flow exerts greater stress on a particle pair than simple shear flow.

Particle shape can also have a large effect. Anisometric particles have an increased collision radius as compared to spheres. Moreover, capture efficiency is affected, but prediction of the effect is far from easy.
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Orthokinetic aggregation
Sedimentation. If particles are subject to sedimentation, this may also lead to enhanced aggregation rate, since particles of different sizes will move with different velocities through the liquid. This implies that a large particle can overtake a smaller one, and a kind of orthokinetic aggregation occurs. This will be the case if (a) there is a substantial spread in particle size and (b) particle motion over a distance equal to its diameter takes less time by sedimentation than by Brownian motion.
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Fractal aggregation
When perikinetic aggregation occurs and the particles that become bonded to each other stay in the same relative position as during bond formation, ongoing aggregation leads to the formation of fractal aggregates. Figure 13.3a shows an example: it is seen that the aggregate has an open structure, for the most part consisting of fairly long and branched strands of particles.

If aggregation occurs under the same conditions, while the number of particles in an aggregate is varied (for instance by varying the duration of aggregation), it turns out that a simple relation is found between the size of an aggregate and the number of particles Np that it contains:
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Fractal aggregation
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FIGURE 13.3. Fractal aggregates. (a) Side view of a simulated aggregate of 1000 identical spherical particles of radius a. (b) Example of the average relation between the number of particles in an aggregate Np and the aggregate radius R as defined in (a). The fractal dimensionality D = tan θ.  The region between the dotted lines indicates the statistical variation to be encountered (about 2 standard deviations).
Slaid 239
Fractal aggregation
Short-term rearrangement is another factor affecting the magnitude of D. It concerns a change in mutual position of the particles directly after bonding. This is illustrated in Figure 13.8a. The particles roll over each other until they have obtained a higher coordination number, which implies a more stable configuration. When aggregation goes on, fractal clusters can still be formed, as illustrated in Figure 13.4b, though the building blocks of the aggregate now are larger.
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Fractal aggregation
[image: image86.wmf]
FIGURE 13.4. Short-term rearrangement. (a) Examples of particles rolling over each other so that a higher coordination number is attained. (b) Example of a fractal cluster in two dimensions, where short term rearrangement has occurred. (c) Schematic example of the relations between particle number Np and aggregate radius R according to Eqs. (13.1) (Np = 1), upper curve; and lower curve.
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Aggregation times
In practice, technologists are often not so much interested in the aggregation rate as in the time it will take before a perceptible change occurs in the dispersion. This may be:

1. The emergence of visible particles

2. The formation of a gel

3. Separation into layers, a large-scale inhomogeneity.
Figure 13.5 illustrates an important aspect. If t2 << t1, particles will immediately coalescens upon aggregation. If so, particles will grow in size and may eventually become visible to the eye (1); the volume fraction of particles φ does not alter. Nearly the same situation arises when the particles upon aggregation immediately rearrange into compact aggregates of dimensionality close to three, although φ will then somewhat increase. If t2 >> t1, fractal aggregation occurs, φ markedly increases, and eventually a gel tends to form (2). If large particles or aggregates formed do sediment before (1) or (2) can occur, layer separation (3) is the result. In case (2) a fractal dimensionality applies. Of course, intermediate situations can occur.
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Aggregation times
[image: image87.wmf]
FIGURE 13.5. Aggregation of particles followed by coalescence.
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Sedimentation
The Stokes Equation. By Archimedes’ principle, the force FB due to buoyancy and gravity acting on a submerged sphere of diameter d is given by
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where g is the acceleration due to gravity (9.81m s-1), ρ is mass density, and the subscripts d and c refer to dispersed particles and continuous liquid, respectively. Hence the sphere will move downward (or upward if ρd  < ρc) through the liquid and sense a drag force FS that equals, according to Stokes,
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where f is the friction factor, v is the linear velocity of the particle with respect to the continuous phase, and η is viscosity. The particle will accelerate until  FB = FS.
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Sedimentation
Conditions. The particles should be perfect homogeneous spheres. If they are inhomogeneous — small oil droplets with a thick protein coat — a correction can often be calculated. For nonspherical particles of equal volume, the numerical factor in the equation will be smaller than 1/18, the more so for greater anisometry.

The particle surface should be immobile. Even for fluid particles this is nearly always the case. 

The particle Reynolds number, must be smaller than about 0.1, since otherwise turbulence will develop in the wake of the sedimenting particle, decreasing its velocity. It turns out that for an oil drop in water, the critical particle size is 140 μm.

The particle must not be subject to other forces causing their motion.
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Sedimentation
Polydispersity. In practice, we are often interested in the amount of material arriving in the sediment (or cream) layer per unit time. An instrumental relation results if v is divided by the maximum sedimentation distance (height of the liquid) H. 
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Sedimentation
Sedimentation Profile. The value of Q generally is not constant during sedimentation. If all particles have exactly the same size, and sedimentation is not disturbed in any way, a concentration profile of particles will develop as depicted in Figure 13.6a for creaming. A sharp boundary between particle concentration = 0 and its original value develops, moving upward at a constant rate. Hence the flux of particles to the cream layer—which also has a sharp boundary—is constant until every particle has arrived. Nearly all dispersions are polydisperse, and then the largest particles move fastest. At a given moment all of the larger particles can be in the cream layer, whereas most of the smaller ones are still in the subnatant. In other words, the magnitude of d53 in the subnatant (the liquid below the cream layer) will continuously decrease and thereby the particle flux. Figure 13.6b gives an example of how the concentration profile can evolve. The greater the width of the size distribution, the longer it will take before sedimentation is complete (for the same d53 value). This is further illustrated in Figure 13.6d.
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Sedimentation
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FIGURE 13.6. Examples of the concentration profile developing during creaming of O–W emulsions. Particle concentration is given as volume fraction φ. H is the maximum creaming distance. The numbers near the curves denote time after starting (say, in hours). (a) Calculated for a strictly monodisperse emulsion. (b) Polydisperse emulsion, no aggregation. (c) Polydisperse emulsion with aggregating droplets. (d) Percentage of the droplets creamed as a function of relative time for the three cases a–c. Highly schematic and only meant to illustrate trends.
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Sedimentation
Aggregating Particles. Repulsive colloidal interaction forces between particles hardly affect sedimentation, but the effect of attractive forces can be very strong. Aggregates naturally sediment faster than single particles. Fractal aggregates containing N particles tend to move faster than single particles. The sedimentation also enhances aggregation, since the larger aggregates tend to overtake the smaller ones, whereby larger aggregates are formed. An example is creaming of cold milk. Raw cows’ milk contains a cryoglobulin, a large associate of protein molecules, that adsorbs onto and forms bridges between the milk fat globules at low temperature. Upon cooling it takes a while before aggregation starts, but then creaming becomes very fast, to such an extent that formation of a cream layer in a tank of 10 m height occurs almost as fast as in a 10 cm beaker.
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Sedimentation
Preventing or retarding sedimentation. In many cases, settling or creaming of particles during storage is undesirable, be it in the final product or at some stage during processing. It may not be the sedimentation as such that causes the problem, since it can often be simply undone, for instance by inverting the closed vessel a couple of times. The particles in a sediment or cream layer are closely packed and this may lead to gradual formation of strong bonds between them. This then gives rise to a coherent mass that cannot be easily dispersed again. Emulsion droplets in a cream layer may possibly coalescens.

Complete prevention of sedimentation is often impossible, but slowing down to a specified level may then suffice. The following measures may be considered.
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Sedimentation
1. Decreasing of particle size. This is often applied, for instance, to emulsions by use of a high-pressure homogenizer. In many cases, however, it is impossible or insufficient.

2. Lowering the density difference. This is rarely practicable.

3. Increasing the viscosity. This is often done. A problem may be that the liquid becomes too viscous for handling. This may be overcome by giving the continuous liquid a strongly strain rate–thinning character, as illustrated in Figure 13.10, curves 1 and 3. At very small shear stress, as relevant for sedimenting small particles  (0.01 Pa), the apparent viscosity then may be high, whereas at higher shear stresses, as prevail during pouring of the liquid (100 Pa), the viscosity is small. Addition of a little polysaccharide of high molar mass is a suitable option. However, it should not induce depletion aggregation of the particles.
Slaid 251
Sedimentation
4. Giving the liquid a yield stress will immobilize the particles. 

5. Mildly agitating the liquid. This is generally applied in storage tanks by stirring. A suitable method may be occasional bubbling through of large air bubbles, which is often applied in huge milk tanks.

6. Preventing aggregation of the particles. For causes of aggregation, hence for measures to prevent it. Also coalescence of emulsion droplets should be prevented.
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Sedimentation
Immobilization of Particles. If the particles involved are immobilized, sedimentation cannot occur. Neither can they encounter each other, whereby also aggregation is prevented. Since sedimentation or aggregation has generally to occur before fluid particles can coalescence, immobilization will also prevent coalescence.

Proceeding with the discussion in point 3, above, one may try to give the liquid not just a strongly strain rate–thinning character, but a yield stress sy, as depicted in Figure 13.10, curve 2. Some combinations of polysaccharides give a weak network that imparts a small yield stress at very low concentration. The stress that a particle causes onto such a network is given by the gravitational force over the crosssectional area of the particle.
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Sedimentation
The particles that would sediment can also themselves form or participate in forming a weak, generally fractal, network. A good example is soya milk, made by wet milling of soaked (whole or dehulled) soya beans. The soya milk so obtained contains small oil droplets and a variety of solid particles, including cell fragments, whole cells and fragments of the hulls.

Some of these particles are several mm in size and would certainly sediment in a Newtonian aqueous liquid. However, soya milk tends to be quite stable. Figure 13.7 shows some flow curves, and it is seen that all samples exhibit a yield stress (the intercepts of the curves on the stress axis). It is seen that the magnitude of sy depends on pretreatment. Comparing soya milks from whole or dehulled beans, the former contains larger particles, which would demand a higher yield stress, as is indeed the case.
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Sedimentation
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FIGURE 13.7. Flow curves (shear stress versus shear rate) of soya milk. Curves 1 and 2 are for milk made from dehulled beans (about 6% dry matter), 3 and 4 from whole beans (about 7% dry matter). Soaking was overnight at room temperature (curves 1 and 3); or 4 hours at 60 0C (2 and 4).
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Sedimentation
Finally, a gel network containing entrapped particles, or consisting of particles, may still exert a gravitational force onto the liquid. This can result in slow compaction of the network, starting at the bottom or at the top, according to Δρ being negative or positive, respectively. The only way in which this is prevented for very weak gels is by a network that sticks to the wall of the vessel, whereby a stress at the wall can counterbalance the gravitational force. It depends on the material and the cleanliness of the vessel whether sticking occurs.
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Coalescence
Coalescence is induced by rupture of the thin film between close emulsion droplets or gas bubbles; this phenomenon of film rupture will be discussed first. The whole coalescence process involves a number of additional variables, and these are rather different for emulsions and foams, which is the reason that they are discussed separately. Our understanding of coalescence is yet unsatisfactory, because (a) so many variables are involved and (b) some fundamental problems have not been fully resolved. 
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Film rupture
To arrive at the rate of aggregation of particles, one has to multiply a frequency factor (f) with a capture efficiency, which is due, in turn, to the existence of a free energy barrier for contact (ΔG). 

Hole Formation. According to de Vries, the magnitude of ΔG will be as illustrated in Figure 13.8a. Heat motion of molecules in the film will occasionally lead to the formation of a small hole, as depicted.
Slaid 258
Film rupture
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FIGURE 13.8. Cross section through a part of film of (average) thickness δ. (a) Illustration of hole formation. (b) Properties of a varicose wave on the film.

Slaid 259
Film rupture
Gibbs elasticity. If no surfactant is present, a film is extremely unstable. This may be due to colloidal repulsion then being very small, but such films are observed to break at far larger d values than predicted. One shortcoming of the original Vrij theory is that it assumes the interfaces to be immobile in the tangential direction. However, if no surfactant is present, this assumption is not true. Immobility requires a certain Gibbs elasticity.
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Film rupture
Some other factors. If the modified Vrij theory predicts stability, the film is indeed nearly always stable. Some films predicted to be unstable resist rupture for a very long time. Several mechanisms have been suggested to explain this, but some of them do not apply, or are quite uncertain, for the surfactants commonly used in foods.

Surface active polymers, such as proteins, can give very stable films.

The main explanation will be a not very small γ value and a strong repulsion acting at a relatively large distance, but there seem to be other factors involved. In some cases, a correlation between film stability and the apparent surface shear viscosity of A–W or O–W surfactant layers has been observed, but there are exceptions as well. Molecular size or the thickness of the surface layers may be involved and probably also the layer coherence. Film rupture would also need a kind of disruption of the adsorption layers; presumably, this will readily occur for most surfactants, but a layer of protein molecules that are somehow cross-linked may resist disruption.
Slaid 261
Emulsions
Figure 13.5 illustrates the two essential steps in coalescence. The droplets have first to encounter each other—by aggregation or in a sediment layer — and come close before the film between them can rupture, leading to their merging into one drop. Nearly always, the first step is much faster than the second. This means that coalescence tends to be a first-order process, unlike the aggregation that often precedes it. Only if the droplets immediately coalesce upon encountering each other—which may happen if the surfactant concentration is very small—will the second order aggregation rate be determinant.
[image: image93.wmf]
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Emulsions
Weber number. When droplets come close, they will either keep their spherical shape or be pressed together, with formation of a flat film between them, as depicted in Figure 13.9a. What will happen is determined by the ratio of the external stress that forces the drops together over the internal stress.

For We < 1, the drops remain almost undeformed, for We > 1, a flat film between them will be formed.
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Emulsions
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FIGURE 13.9. (a) Formation or not of a flattened film between droplets. (b) Derivation of the nominal radius of the film between close spheres.
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Emulsions
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Emulsions

Droplet size. From the above, it may be clear that, other things being equal, an emulsion with larger drops will generally be less stable to coalescence. This is because the film between larger drops will be larger, even if We < 1, and it will be much larger if We > 1. Moreover, larger drops will more readily sediment, which will (a) increase the magnitude of We, (b) lead to a smaller h value, and (c) very much increase the time that a thin layer between drops exists. It has often been observed that an emulsion showing coalescence while standing remained stable if sedimentation was prevented by slowly rotating the vessel end over end. Finally, the larger the drops, the smaller their number, and the smaller the number of coalescence events needed to produce a visible change, the formation of a continuous layer of the liquid making up the disperse phase.
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Effects of flow. As long as We remains smaller than unity, stirring of an emulsion has little effect on coalescence rate. At high We numbers, the drainage of the film between the droplets to a thickness where coalescence can occur is an important variable. In studies on coalescence of emulsions during agitation, it is often observed that the coalescence rate at first increases with increasing velocity gradient, because the encounter rate is proportional to ψ. For still higher ψ values coalescence rate often decreases, because the duration of an encounter, and hence the time available for drainage, is inversely proportional to ψ. The change from increasing to decreasing rate occurs at a lower ψ value for larger drops, since they make a larger film, and hence need a longer drainage time. Such relations have been observed, for instance, in stirred W–O emulsions to be used for margarine making.
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Oil-in-Water emulsions. An example of the coalescence of protein-stabilized droplets with a planar interface is shown in Figure 13.10.

It is seen that droplet diameter has a strong effect, presumably because a larger drop gives a larger effective film radius. From the protein concentration and the aging time, a value of the surface load Г. For conditions where the plateau value was reached, no coalescence was observed. This is a general observation: protein-stabilized O–W emulsions, with droplet size of a few mm or less and a plateau surface load, are very stable against coalescence. If part of the adsorbed protein is wholly or partly displaced by a small-molecule amphiphile the stability may be considerably impaired: the amphiphile gives a lower interfacial tension and may cause weaker repulsion than a protein.
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FIGURE 13.10. Coalescence of protein stabilized emulsion drops. (a) Experimental setup. The coalescence time at the planar oil–water interface is observed. (b) Average coalescence time as a function of droplet size for three proteins. Protein concentration 1 g per m3; aging time of the interface 20 min.
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Results on coalescence of emulsions made with peptides are shown in Figure 13.11. The amphiphilic peptides were derived from β-casein, and the molar mass was about half that of the casein. (Comparable emulsions made with the unmodified protein showed no coalescence in 10 days.) It is seen that coalescence occurred, especially at the lower peptide concentrations, which corresponded to a low value of Г. It is also seen that the coalescence rate decreased with time, most likely because coalescence will lead to a higher Г value, hence greater stability. Finally, the coalescence rate was faster for a higher ionic strength, indicating that the stabilizing action of these peptides is largely due to electrostatic repulsion.
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FIGURE 13.11. Average droplet diameter as a function of time after making of O–W emulsions with various concentrations (numbers near the curves in mg per ml) of amphiphilic peptides. Volume fraction of oil 0.2, pH 6.7, ionic strength 75 mmolar or 150 mmolar (*).
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Water-in-Oil emulsions. It is difficult to stabilize these emulsions against coalescence, since suitable food grade surfactants are not available. Suitable means sufficiently hydrophobic and providing strong repulsion across an oil film; highly unsaturated monoglycerides provide some stability. In fact, W–O emulsions are very rare in foods. Butter and margarine are not simple emulsions, since the continuous oil phase contains triglyceride crystals. These can provide Pickering stabilization as depicted in Figure 13.12. The requirements are (a) that the solid particles have such a contact angle with water and oil that they adhere to the aqueous drops but stick out in the oil; (b) that the particles are not very small, say larger than 20 nm ; and (c) that the particles are densely packed at the droplet surface, since otherwise bridging of drops can occur, or even coalescence.
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FIGURE 13.12. Pickering stabilization. Small solid particles, preferably wetted by the continuous phase, adsorbed onto emulsion drops.
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The lifetime of a foam is typically some orders of magnitude smaller than that of an emulsion: say, an hour versus several months. This will primarily be due to the number of film ruptures needed to break a foam being smaller by a factor in an emulsion. 
It may even be questioned whether there is a close correlation at all between film stability and the lifetime of a foam. Much of the research on film rupture concerns quite large films, several mm in radius, whereas in food systems are rarely above 50 μm. Most of the films studied were stabilized by small-molecule surfactants that are never or rarely used in foods. In the author’s opinion these studies interesting they may be in general, are hardly relevant for foods. Moreover, Ostwald ripening tends to be the dominant instability in most food foams.
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When considering foam film stability, three rather different cases should be distinguished. Since film thickness is an essential parameter, it is useful. 
1. Thick films. These are often young films. They tend to be quite stable according to the Vrij theory, unless the surfactant concentration is very small. Consequently, an option to stabilize a foam against coalescence is to retard film thinning, drainage. Drainage is counteracted by the development of a surface tension gradient on the film surfaces, and the gradient can be greater for smaller films and for surfactants of high surface dilational modulus, hence for proteins. Consequently, a foam of small bubble size and made with protein as the surfactant drains relatively slowly. Drainage is further impeded by the liquid viscosity being high, but this strategy for improving stability has its limits: a very high viscosity will greatly hinder making a foam. What should help is giving the liquid a yield stress. It is not easy to predict what its magnitude should be.
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2. Thin films. It may take a long time before a film drains until the gravitational stress is counterbalanced by the colloidal disjoining pressure, a thickness of order 10 nm. At the top of a foam, film thinning can be due to the evaporation of water, and this can happen very much faster. Thin films may readily rupture, as discussed. Protein layers at the film surfaces appear to provide reasonable stability, especially if the layer is coherent, due to intermolecular cross-links, as discussed. Also mixtures of proteins that have opposite electric charge, and that thereby give a coherent adsorption layer, appear to be suitable. The presence of some small-molecule surfactant may greatly impair film stability.
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3. Films with hydrophobic particles. It is often observed, especially in protein-stabilized foams, that the presence of small lipidlike particles is quite detrimental to foam stability. Such extraneous particles are often present, and they can cause rupture of relatively thick films. In cases (a) and (b) a particle becomes trapped in a thinning film and then makes contact with both air bubbles. Because of the obtuse contact angle θ, the curvature of the film surface where it reaches the particle becomes high, leading to a high Laplace pressure. Hence the water will flow away from the particle, leading to film rupture. In cases (c) and (d), contact with one A–W surface may suffice. An oil droplet reaching the surface will suddenly alter its shape, to a flat lense, which induces flow of the water in the film away from the droplet; if the film is fairly thin this may cause its rupture, as depicted. If the contact angle equals 1800, the situation as depicted in (d) can arise.
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FIGURE 13.13. Possible mechanisms involved in the rupture of aqueous foam films of thickness δ induced by hydrophobic particles; 1, 2 and 3 indicate subsequent stages. (a) Solid particle; (b) and (c) oil droplet; (d) oil droplet or composite particle.

Thick arrows indicate spreading of oil or surfactant. A is air, W is water; θ is contact angle as measured in the water phase; η is viscosity of the water phase (subscript W) or the oil phase (subscript O); ПS is spreading pressure.
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In most food oil-in-water emulsions, the oil is a triglyceride mixture, and several such oils are partially crystalline at room temperature. This means that the oil droplets can contain crystals; such droplets are better called fat globules. The system is not a true emulsion, as it has three phases. Fat globules are subject to partial coalescence or clumping, as depicted in Figure 13.1e. The adjective partial signifies that the globules do not coalesce into one drop, although there is oil–oil contact between them.
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The mechanism of partial coalescence is illustrated in Figure 13.14a. A fat crystal protruding from the globule surface may pierce the film between close globules (or between a globule and a true droplet). If there is attraction between the globules, or if they are pressed together, the sharpness of the crystal causes considerable stress concentration, facilitating the piercing of the film and, if needed, of the adsorption layer on the globule. The contact angle water–oil–crystal, as measured in the water phase, tends to be obtuse (Figure 13.14a), which means that the crystal is preferentially wetted by the oil. This then leads to a junction between the globules, consisting of an oil neck containing a crystal. Often the junction becomes larger and firmer upon aging.
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FIGURE 13.14. Illustration of the onset of partial coalescence. (a) Protruding crystal piercing the film between approaching globules. (b) Enhanced probability for piercing of the film when globules roll around each other in a shear field.
Slaid 281
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Consequences. Partial coalescence differs from true coalescence in two important respects. (a) The process tends to be very much faster than true coalescence, especially if the emulsion is agitated. For emulsions with and without crystals, but otherwise similar, coalescence rates often differ by a factor of 106 or even more. Moreover, the process proceeds like orthokinetic aggregation rather than coalescence. At rest, partial coalescence generally does not occur, although it may happen if the globules are closely packed.

An example is mayonnaise, where φ ≈ 0.8; when it is kept in a refrigerator, some crystallization may occur in the oil droplets (depending on oil composition), leading to partial coalescence.
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(b) Since irregular aggregates or clumps are formed, the effective volume fraction of the disperse phase increases. This causes an increase in viscosity. In some cases, a space filling network of globules may even be formed, although large aggregates are often broken up again during agitation. Increasing the temperature of the aggregated system leads to melting of the crystals and coalescence of the clumps into large droplets. Partial coalescence is quite common for milk fat globules. It leads to the formation of butter granules during churning of cream. Also in the whipping of cream, and in the beating-annex-freezing of ice cream mix, partial coalescence is essential, as it leads to the formation of a space filling network. In these cases, the process is more complex because air bubbles are generally present.
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Aggregation rate. We will consider primarily the orthokinetic rate, since for the globule sizes involved (generally not below 1 mm) it will be much faster than perikinetic aggregation. The rate is the product of the encounter frequency and the capture efficiency α. The latter parameter can in principle be determined as the ratio of the observed aggregation rate over the calculated one. Values of α between 10-6 and about 1 have been observed. The rate of partial coalescence depends on a great number of variables. This is illustrated by Figure 13.15.
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FIGURE 13.15. Effect on the rate of partial coalescence (Q) in protein-stabilized O–W ‘‘emulsions’’ of the variables: (a) volume fraction (φ); (b) shear rate (ψ=s-1); (c) globule diameter (d/μm); (d) fraction of the fat being solid (φS); (e) protein surface load (Г = mg m-2); and (f) concentration of small-molecule surfactant added (c/%). Only meant to illustrate trends. In some frames results for different systems are shown.
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Contact angle. To allow wetting of the crystal by the oil in the second globule, the contact angle θ should be between 90 and 180 degrees. If crystals have the freedom to move to an equilibrium position in the O–W interface, the three interfacial tensions will determine the contact angle. A smaller θ value will mean farther protrusion of the crystal into the aqueous phase, as is illustrated in Figure 10.25. It has indeed been observed that the partial coalescence rate increases when one adds more sodium dodecyl sulfate (as in Figure 10.25) prior to crystallization.
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Colloidal repulsion. Strong repulsion between globules will stabilize them against partial coalescence, although a large shear stress may overcome the repulsion barrier, as discussed in point 2. Proteins can provide strong repulsion, although it depends, of course, on the surface load (illustrated in frame e). Moreover, repulsion will depend on such factors as pH, ionic strength, and solvent quality. Small-molecule surfactants may displace proteins from the globules, which can decrease repulsion. This must be an important part of the explanation for the relation depicted in frame (f).
Slaid 287
Partial coalescence
Permanence of junctions. Junctions just formed can be broken again by the shear stress acting on the doublet, thereby effectively decreasing the capture efficiency. Presumably, the strength of a junction depends on its diameter, hence on the amount of oil contributing to it. If no oil is present, a junction cannot be formed, hence almost fully solidified fat globules will not show partial coalescence. But even at a far smaller fraction solid, it may be difficult to get oil out of the crystal network. This will largely depend on the size of the pores in the network, which depends, in turn, on original crystal size. Considering a fat globule for the moment as a rigid sponge filled with oil, local removal of oil from the sponge will cause the oil–water interface in the pores at the outside of the sponge to become curved. This causes a negative Laplace pressure that will resist the removal of oil, the more so for smaller pores.
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Kinetics. We have seen now that many variables affect the rate of the process, but the actual situation is even more complex. In some systems, subjecting the liquid to a well-defined shear field leads to a gradual increase of the average particle size (determined after heating to melt the clumps). In this way, a partial coalescence rate can be unequivocally established. Other systems may show a very different pattern. The largest globules are especially prone to partial coalescence, and the resulting aggregates even more. Large clumps are formed that rapidly cream, and heating the liquid leads to the formation of an oil layer, whereas the liquid beneath has a decreased fat content and a decreased average globule size.
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Conclusion. Whereas O–W emulsions with small globules (say < 5 mm) that are covered with protein are very stable to coalescence, partial coalescence may readily occur if the oil in the globules becomes partly crystalline. The phenomenon is a good example of the complexity of stability problems that can be encountered in food systems. There are so many variables that it is generally not possible to predict quantitatively the rate of partial coalescence. Nevertheless, it is also a good example in that it shows how systematic research, making use of the fundamentals of colloid and surface science, can lead to the unraveling of such a complex problem.
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Ostwald ripening
Most dispersions are polydisperse. The solubility of the material making up a particle is greater for a smaller particle. The driving force is a difference in chemical potential of the particle material caused by the difference in radius. The transport phenomenon can be called isothermal distillation, where the molecules move by diffusion. The result is a disproportionation of the particle size: large particles become larger and small ones become smaller or even disappear.

The whole process is called Ostwald ripening. Ostwald ripening is almost the only change in dispersity that proceeds faster for smaller particles: the excess solubility is roughly inversely proportional to particle diameter, and there is generally no free energy barrier. Since the average particle size increases, the process will proceed ever slower. Except in foams, the process is generally not important if the particle radii are over, say, 10 μm.
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De Vries Theory. Most foams have a high volume fraction, and a small bubble will generally be rather close to several large ones: see Figure 11.1. De Vries derived an equation for the disappearance of such a small bubble, assuming it to be separated by an average distance d from bubbles with negligible curvature. Figure 13.16a illustrates the assumed concentration gradient.

We then calculate for a nitrogen bubble a lifetime of 3800 s, or about one hour, and for a carbon dioxide bubble 66 s, or about a minute. For a nitrogen bubble of 10 mm and a d value of 5 mm, the lifetime would be 38 s. Small bubbles can thus disappear very fast, especially if the gas is highly soluble, as CO2 is, which is common in several foods.

Experimental results on single bubbles agree reasonably well with the predictions. Further implies that the shrinkage of a bubble goes ever faster, so that it more or less implodes at the end; see Figure 13.17, curve 2.
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FIGURE 13.16. Concentration c of the particle material in the continuous phase as a function of the distance between two particles of different radii. The broken line gives the concentration corresponding to s∞. Concentration profile according to de Vries (a) and according to SLW theory (b).
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FIGURE 13.17. Shrinkage of a single CO2 bubble. Radius of bubble (a) as a function of time (t) in three liquids. Curve 1: water, η = 0. Curve 2: beer sample, η = 0.01. Curve 3: beer sample, η = 0.08. 

Slaid 294
Foams
Stopping Ostwald Ripening. This is possible by giving the A–W surface a large and permanent ESD value. This can be achieved by crosslinking of protein in the adsorption layer, or by using large protein species, be they molecules or aggregates. This is what happens when one beats egg white, where aggregation and cross-linking occur owing to surface denaturation of ovalbumin. Small solid particles of suitable contact angle, that adsorb to give a packed layer, will also prevent shrinkage. A good example is classical whipped cream, where the air bubbles (diameter about 50 μm) are fully covered by largely solid fat globules (about 4 μm). In passing, the fat globules will also partially coalesce during whipping, giving rise to clumps of larger size, which also form a space filling network, lending stiffness to the whipped cream. Some whipped toppings contain a surfactant mixture, such as glycerol lactopalmitates, that tend to give a stiff and persistent α-gel layer around the bubbles.
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Finally, it should be mentioned that the main instability of food foams is generally Ostwald ripening, rather than coalescence. This is because the bubble diameter is relatively small, mostly between 10 and 100 mm. Larger bubbles would give a too weak consistency to be acceptable in a food. For the same reason, one generally tries to prevent strong drainage, which then means that the films between bubbles are not very thin. It is especially large and thin films that are sensitive to rupture, and small bubbles that are prone to Ostwald ripening. All kinds of change in a foam, film thinning, coalescence, and Ostwald ripening, occur fastest at the top of a foam.
Slaid 296
Emulsions
Most food oil-in-water emulsions do not show any Ostwald ripening for the simple reason that the solubility of triglyceride oil in water is negligible. Some plants, especially citrus fruits, contain essential oils, which consist for a considerable part of various terpenes, which are soluble in water. Emulsions of such oils, which are used as flavoring agents, can show distinct Ostwald ripening. Water is somewhat soluble in triglyceride oils, about 1.3 kg m-3 at room temperature, and this may cause significant Ostwald ripening in water-in-oil emulsions.
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Compound droplets. If the droplets contain various components that differ significantly in solubility, Ostwald ripening is slowed down. The reason is that a less soluble compound will leave a small droplet at a slower rate than a more soluble one, which implies that the concentration, and hence the chemical potential, of the less soluble compound in the drop increases. This produces a driving force for the more soluble compound to diffuse back to the small droplet. This would play a part in slowing down Ostwald ripening in the essential oil emulsions mentioned. Ostwald ripening will even stop if the droplet contains a solute that is fully insoluble in the continuous phase, provided that its concentration exceeds a critical magnitude. This can occur for droplets of an NaCl solution in oil.
14 Nucleation
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Nucleation
When the temperature, the pressure, or the solute concentration of a homogeneous system is changed, a new phase can be possibly formed. Examples are the formation of a vapor phase when a liquid is heated to above its boiling point and the formation of sucrose crystals when a sucrose solution is cooled to below its saturation temperature. The formation of a new phase is often very slow if the conditions are not far from equilibrium.

For the new phase to develop, nucleation has to occur, the formation of small regions of the new phase that are large enough to grow spontaneously. This is the subject of this chapter. The emphasis is on nucleation of a solid phase in a liquid. Unless mentioned otherwise, the ambient pressure is assumed to be constant at about 1 bar.
Slaid 299
Phase transitions
Assume the existence of a phase a which tends upon cooling to change (wholly or partly) into α phase β. At one temperature Teq there is equilibrium between the two phases; this implies that the free energy G of the material in both phases will be equal. This is illustrated in Figure 14.1a. Remembering that G = H  - TΔS, we derive that
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FIGURE 14.1 (a) Free energy G of a material when present in two different phases, α and β, as a function of temperature T; the broken lines are extrapolations beyond the temperature Teq at which both phases are in equilibrium. (b) The change in free energy  ΔG upon transition from α to β as a function of temperature. 
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The reasoning given above applies to most kinds of phase transition, for instance also for β → α in the same system. An overview (not exhaustive) is given in Table 14.1; it also specifies the equilibrium temperature and the transition enthalpy. It should be added that it here concerns so-called first order (phase) transitions. 

The formation of a new phase inside a solid phase is very difficult, because the transition generally implies a change in density, hence in volume. This leads to a change in pressure, and thereby to an additional, generally large and positive, term in free energy for nucleus formation.

Except for some solid → solid transitions where the change in density is small, this tends to prevent nucleation; any formation of a new phase will occur at the boundary of the system. Sublimation then does not need nucleation: the new phase (gas) is already present. The same holds for a solid phase (crystals) in a solution. When crystals in air tend to melt, a liquid phase is not yet present; nevertheless, a phase transition occurs readily.
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Transitions inside a liquid phase can be of various kinds. The whole liquid can freeze, or—in the case of a solution—the liquid can separate into a less concentrated solution and a phase made up by the solute. The latter phase may be either solid (crystals), a liquid (droplets), or a gas (bubbles). A liquid - liquid transition is rare in foods, except when it concerns aqueous polymer solutions.

Although deposition of material—especially water—from a gas phase, be it as a liquid or a solid, frequently occurs in foods, it seems never to involve a phase transition, since the other phase is already present.
Slaid 303

Phase transitions
Note: A stable dispersion of small solid or liquid particles may also show a kind of phase separation when conditions in the liquid are changed in such a way that attractive forces between the particles become dominant. A separation into a condensed phase (high volume fraction of particles) and a very dilute dispersion would then result. The interfacial tension between these phases is very small. Conditions for this to occur are (a) that the particles are about monodiperse and of identical shape and (b) that the attractive forces do not become large (because that would lead to fractal aggregation). Since these conditions are rarely met in food systems, we will not further discuss the phenomenon. Nevertheless, phenomena like depletion flocculation show some resemblance to a phase separation.
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Nucleation theory
Nucleation theory is presently in a state of confusion, and quantitative predictions of nucleation rate cannot generally be given. The basic principles are enlightening, and trends can be well predicted.
Slaid 305
Homogeneous nucleation
In a homogeneous system, in the absence of phase boundaries, nucleation is said to be homogeneous. A new phase β can form if conditions (temperature, pressure, or solute concentration) are such that its chemical potential is smaller than that of phase α. It will then frequently happen that a cluster of molecules in phase α orient themselves by chance as they would be in phase β. If the new phase is a liquid, the solute (or vapor) molecules have merely to associate to form such an embryo; if the new phase is a solid, the molecules also have to attain a mutual orientation as in the crystals to be formed.
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Complications. It is also seen in Table 14.2 that large differences are observed between theoretical and experimental results, in both the preexponential and the exponential factor. For highly polar materials, such as most salts, the discrepancies tend to be even greater. In fact, many workers consider the theory to be essentially wrong, and try to develop other theories of nucleation rate.

In conclusion, classical nucleation theory is insufficient, and the results on nucleation rate may be off by as much as ten orders of magnitude. The errors vary with the kind of phase transition. Nevertheless, substantial homogeneous nucleation does only occur at very strong supersaturation, and it depends very steeply on temperature or concentration, as predicted. As a rule of thumb, the values for rhom are generally about 1 or 2 nm, and the nucleus then generally contains between 50 and 250 molecules.
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Observed for Different Systems

Freezing of water
Teq=273.15K  AHY =-330MJ'm~® 7 =233mN-m!
This results in~ Jhom = 10*! exp [45,000/(273.15— T)?]
A better fit to the experimental results is

Jhom = 10 exp [~82,000/(273.15 — T)*|m =3 -5~
Examples:

At —32°C: Jpom = 10m 3+ i.e., 1 per liter per min

At —40°C: Jpom = 10¥m 357" ie, 1 pers in 10* um?®
At —40°C, r.,=1.85, i.e., a nucleus of ~200 molecules.

1

1

Crystallization of sucrose from a saturated solution
Teq=353K  AHY=-25MJ'm™> y=5mN-m!
This results in~ Jpom = 10 exp [=93,000/(353 — T)?
A better fit to the experimental results is

Jhom = 1032 exp [—33,000/(353 — T)*|m 3 5!
Examples:

At 58°C: Jhom = 250m 3

At 52°C: Jyom = 10¥m—3
At 52°C, ree=2.4nm, i.e., a nucleus of ~ 160 molecules.

. i.e., 15 per liter per min
1

Crystallization of tristearate from paraffin oil
Teq=317K  AHY =-150MJ-m™> 3 =10mN-m!
This results in = Jhom = 1038 exp [<19,000/(317 — T)?]
A better fit to the experimental results is
Jhom = 4105 exp [~18,000/(317 — T)*|m~
Examples:
At 25°C: Jhom = 10°m~3 -5 ie., 10 per liter per s
At 18°C: Jyom = 104 m—3 571
At 18°C, r,=1.7nm, i.e., a nucleus of ~ 14 molecules.

The results are quite approximate and meant to illustrate trends.
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Heterogeneous nucleation
In the previous section was stated that the (homogeneous) nucleation temperature of ice in pure water is about – 40 0C. It is common experience, that ice starts to form at far higher temperatures, sometimes even at  - 1 0C. How is this to be explained? The following experiment may be enlightening.

A suitable substance, a triacylglycerol, is melted, and above the melting temperature it is emulsified into an aqueous solution with a suitable surfactant (say, a protein). The emulsion then is brought under a microscope and slowly cooled. As soon as a droplet crystallizes, which can be seen when using polarized light microscopy, the temperature T and the droplet diameter d are noted. After several repeats, a graph like Figure 14.2 can be constructed. There is considerable scatter in the crystallization temperature of droplets of a given size, but the average T is lower for a smaller d. Moreover, below a certain value of d, the lowest temperature observed does not decrease any further.

Slaid 309
Heterogeneous nucleation
[image: image107.png]log (d/um)

lowest

average





FIGURE 14.2. Crystallization temperature T observed in droplets of various diameter d in an O–W emulsion of trimyristin (tri-tetradecylglycerol). The average temperature and the lowest temperature are given. Teq is the equilibrium temperature (clear point) of trimyristin.
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In Figure 14.3a an embryo is shown that may lead to homogeneous nucleation, if it is small enough. If now a surface of a material k is present, an embryo may be formed on that surface, as depicted in Figure 14.3b, provided that cos θ is finite. Its value depends on the three interfacial tensions (specific interfacial free energies) according to the Young Equation.
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FIGURE 14.3. Homogeneous and heterogeneous nucleation. Embryos (radius r) of phase β formed from phase α (a) in the absence of foreign particles, and (b) at the surface of foreign particles of material k1 or k2; in frames 2–5, the contact angle θ = 45 degrees.

Slaid 312
Heterogeneous nucleation
Memory. Figure 14.3b, frame 5, shows that in a sharp crevice in a particle or the vessel wall, a concave interface between crystalline material (b) and solution or melt (a) can exist, as seen from phase α. This can occur if the contact angle θ is small. It implies that phase β will spontaneously grow.

If the system is heated to a temperature above Teq, some crystalline material may remain in the crevice. If now the system is cooled again, crystallization may occur without significant undercooling being needed, since the crystalline phase is already present. This is called a memory effect. The memory of the system can be ‘‘destroyed’’ by increasing the temperature to several degrees above Teq. Often about 5K will suffice, but there are examples of a more persistent memory.
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Subsequent question
In nature it is commonly observed, that ice becomes wet at, say, 0.3 0C. On the other hand, it can stay dry at, 5 0C. How is this possible?
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Answer
In the first place, the result obtained may be wrong, because of uncertainties in the

theory and in the γ values. Nevertheless, overheating by a few degrees would be needed on an ideal flat ice surface. However, ‘‘natural’’ ice will always contain little crevices, and water can readily form in these, as illustrated in Figure 14.3b. Furthermore, it was implicitly assumed that the air above the ice is exactly saturated with water vapor at 0 0C. At significant supersaturation of the air, water can condense on the ice (beginning in crevices). The air may also be much drier, i.e., its relative humidity can be well below 100%. In that case, water will be removed from the ice by desublimation (especially when a wind is blowing).
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Crystal size. The size of crystals may be an important quality variable in foods. In liquid foods it will often determine whether settling of crystals occurs, which generally is undesirable. In several liquid and soft solid foods it is undesirable that crystals be felt in the mouth, a sensation often described as sandiness. To prevent this, crystals generally have to be smaller than about 10 mm (the critical size can also depend on crystal shape).

Examples are ice crystals in ice cream, crystals of amino acid salts in some cheeses, and lactose crystals in some concentrated milk products. The rheological properties of a plastic fat depend, among other factors, markedly on fat crystal size. If crystallization is aimed at harvesting the solid, as in sugar boiling or fat fractionation, it is usually desirable to obtain large crystals, to ensure their efficient separation from the mother liquid.
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Other aspects
Figure 14.4 gives very roughly the effect of the value of the supersaturation on the rates of nucleation and crystal growth. The scales on the graph and the shapes of the curves will greatly vary with the system considered, but the main point nearly always holds: nucleation rate depends far more strongly on supersaturation (hence, on temperature) than does growth rate. Consequently, many crystals are formed when supersaturation is high (especially if catalytic impurities are absent), and many crystals implies small crystals. At a low concentration of impurities that are catalytic at small supersaturation, only a few, hence large, crystals are formed. If the increase in supersaturation is very fast, which generally means fast cooling, small crystals will nevertheless result.
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Other aspects
In some situations seed crystals, crystals of the material to be formed, are added after a given supersaturation is reached. The seed crystals then grow, without nucleation being needed. When adding a few crystals at low supersaturation, large crystals will be formed, albeit slowly. On the other hand, a large number of tiny seed crystals can be added at high supersaturation, to ensure rapid formation of small crystals. This method is used, for instance, if it is difficult to attain conditions at which homogeneous nucleation occurs. Very small seed crystals are generally obtained by dry grinding. 
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FIGURE 14.4. Crystallization from solution. Approximate example of the nucleation rate, the average linear crystal growth rate, and the average crystal size resulting, as a function of supersaturation ln β. Arbitrary linear scales.
Slaid 319
Other aspects
Secondary nucleation. It is often observed that agitation during crystallization enhances the number of crystals formed, which presumably implies a higher nucleation rate. This may be due to a number of mechanisms. When heterogeneous nucleation occurs at the surface of (parts of) the equipment, agitation will greatly increase the volume of liquid that comes into contact with such surfaces. Intensive stirring may lead to breaking of newly formed crystals upon impact, or in ‘‘scraping off’’ small pieces from a crystal. True secondary nucleation means that nuclei are formed in the vicinity of a crystal of the same phase (not at the surface). It can occur in the absence of agitation.
Slaid 320
Other aspects
Upon cooling an emulsion of the same milk fat, one would predict that droplets of about 4 μm contain one crystal. Actually it would, because of statistical variation, be zero, one, or a few crystals. The proportion of droplets containing no crystals is about as predicted. The other droplets do not contain one or two crystals, as predicted, but many, at least 100. This must be due to secondary nucleation. In other fats something similar is observed, though the number of crystals often is smaller. In emulsions of paraffin mixtures, or of a solution of hexadecane in oil, one does observe droplets with one or two (large) crystals and no droplets with many crystals, in accordance with the presence of a limited number of catalytic impurities, hence no secondary nucleation would have occurred.

The phenomenon is of considerable practical importance for the size of the crystals obtained. There is no generally accepted theory for secondary nucleation. It appears to occur at high supersaturation in systems where (nevertheless) crystal growth is slow.
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Other aspects
Spinodal decomposition. Liquid–liquid phase separation has been briefly discussed for polymer solutions in Section 6.5; especially Figure 6.17. The theory applied also yields an alternative treatment for nucleation of the new phase. This will be briefly discussed for the simplest case, a binary mixture (solution).

The change in free energy upon phase separation only involves a mixing term, since a transition in the physical state (crystallization or evaporation) does not occur. In other words, ΔrtG = ΔGmix. For an ideal solution, phase separation cannot occur, since it implies that  ΔHmix = 0, and ΔSmix is always positive. For nonideal solutions, it depends on the shape of the free energy curve whether phase separation can occur.
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Other aspects
Figure 14.5 gives a hypothetical example. In (a) a phase diagram is shown (as in Figure 6.17, but the variable is now temperature rather than solvent quality). The coexistence line or binodal, where ΔGmix = 0, bounds the region where phase separation will occur. Also the spinodal is given. For the condition T = T1, the free energy curve is given in (b). Part of this curve is concave towards the m-axis. If now the composition of the mixture is between A and F, phase separation into two  liquids of composition A and F can occur, since this will lead to a lower G value. The total free energy then is given by the broken line, which is tangent to the curve at two points. These points, A and F, correspond to points at T1 on the binodal.
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FIGURE 14.5. Liquid–liquid phase separation. Hypothetical example of (a) the effect of temperature T on the binodal and the spinodal and (b) the mixing free energy G at temperature T1, of a binary liquid system as a function of the mole fraction m of one of the components.
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It should be noted that Figure 14.5 gives just one example and that the relations can be very different. The dependence of solubility on temperature may be very weak (in many polymer solutions) or even opposite. Other variables may be important, notably solvent quality. For many systems, the curve of G versus m is convex towards the m-axis over the whole range, which implies that phase separation cannot occur. For demixing of solutions of two polymers, the same considerations hold, but the treatment is more complicated. The treatment is not restricted to polymer solutions. For instance, mixtures of a higher alcohol and water may give relations very similar to those in Figure 14.5.

In a sense, the spinodal gives the composition and hence the supersaturation needed for homogeneous nucleation. People have tried to develop more general nucleation theories from the thermodynamics of mixtures along these lines. It is difficult, if not impossible, to predict free energy curves with sufficient accuracy. When working with polymer solutions or aqueous polymer mixtures, one often has experimentally to estimate the spinodal, to find the conditions needed for spontaneous demixing.
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Formation of a gas phase
Liquid–gas transitions are common during food processing or storage, but they often occur at the boundary of a condensed phase, as mentioned in Section 14.1. In some situations, a gas phase forms inside a liquid or solidlike material. Examples are the formation of CO2 bubbles in beer after the release of the pressure in the bottle or can; slow formation of CO2 bubbles in a bread dough due to sugar fermentation by yeast cells; the formation of ‘‘eyes’’ in some types of cheese by a similar mechanism; and the change of a whipping cream that is under high pressure in an aerosol can into a foam when the cream leaves the can through a nozzle. It may be useful to recall a few relations about gases. The first is Henry’s law about the equilibrium distribution of a substance over gas and liquid phases.

Slaid 326
Formation of a gas phase
Nucleation of gas bubbles is notoriously difficult, and the following calculation may explain it. Assume that a gas embryo of 2 nm radius is formed in a liquid at atmospheric pressure.

The supersaturation ratio of the gas should then be about 700 for such a small bubble to survive, and that is very unlikely to be the case. In a beer bottle the pressure is a few bar, in an aerosol can with N2O about 7 bar. Moreover, the number of gas molecules inside the embryo would be about 560 (try to make the calculation), more than could possibly associate by chance. Homogeneous nucleation can therefore not occur.
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Formation of a gas phase
Seeding. It must be concluded that gas nucleation generally does not occur. What can happen is that bubbles form by growth of tiny gas pockets (mostly air) already present, by a seeding mechanism. Possible situations are entrapment of air by agitation. This occurs, for instance, during kneading of bread dough, where the entrapped cells cannot escape because of the very high viscoelasticity of the dough. The number of cells in a dough is about 1014 m-3, or one cell in about 20 μm cubed.

Also when beer is splashed into a glass, air bubbles are entrapped that then grow, because CO2 is supersaturated and diffuses to the existing bubbles.
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Formation of a gas phase
Persistent remnants of air bubbles that have almost disappeared by Ostwald ripening. Some bubbles contain sufficient solid particles on their surface to form on shrinkage a closely packed layer, as depicted in Figure 14.10a. These tiny bubbles have been called ‘‘aphrons’’. They are quite stable, and they occur in most natural waters, albeit in very small numbers. Gas pockets that have been left in tiny crevices. When a soft drink supersaturated with CO2 is poured into a plastic beaker, bubbles are generally formed at many sites on the wall. A crevice contains some air, and CO2 diffuses to the air pocket, which thereby grows. 
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Formation of a gas phase
A gas bubble then forms on the wall, and it will be dislodged by the buoyancy force acting on it, leaving a little gas pocket in the crevice; this is illustrated in Figure 14.6b. The process repeats itself numerous times, leading to a train of bubbles. A prerequisite is that the contact angle wall–water–air be large. When beer is gingerly poured into a glass, gas bubbles hardly form, at most at one or a few places on the wall. This is because the contact angle at a glass surface is so small (in fact it is zero) that the Laplace pressure in the air is positive, and an air pocket will thus disappear; see Figure 14.10c. A few crevices may be contaminated with lipid material, which would greatly increase the contact angle and hence allow the retention of an air pocket. 
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Formation of a gas phase
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FIGURE 14.6. Gas pockets in a liquid. G is a gas, W is water, and hatching indicates a solid. (a) Formation of a persistent air bubble due to adsorbed hydrophobic particles and dissolution of most of the air. (b) Growth of a gas pocket if the contact angle, as measured in the water phase, is large and the water is supersaturated with the gas, and subsequent formation and dislodgement of a bubble. (c) Disappearance of a gas pocket in a crevice if the contact angle is small.
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Recapitulation
Table 14.1 gives an overview of phase transitions. The formation of a new phase generally demands undercooling, overheating, or supersaturation beyond the equilibrium temperature or the concentration at saturation. A very small region of the new phase, called an embryo, can always be formed by chance, but it will generally dissolve. Although the free energy of the material will be smaller in the new phase, there is also an interface between the phases, which goes along with an increase in interfacial free energy. Only if the decrease mentioned exceeds the increase mentioned can an embryo grow out and form a new phase; this means that it has become a nucleus. This often needs considerable undercooling. A phase transition is thus subject to nucleation. Nucleation theory is quite uncertain in a quantitative sense, but the trends can be well predicted. The factors involved are discussed in general, but nucleation of crystals has the main emphasis.

Slaid 332
Recapitulation
The various nucleation mechanisms are indicated in Figure 14.7. Homogeneous nucleation occurs in the absence of any surface, and it needs considerable undercooling, mostly by 20–40 K. The smaller the transition enthalpy (the heat of fusion), and the higher the interfacial tension between the phases, the deeper the undercooling needed. Nucleation rate is very strongly dependent on temperature (or supersaturation). In practice, nucleation can occur at much smaller supersaturation. Then nucleation occurs at a surface, be it of foreign particles (called catalytic impurities when they cause nucleation) or the vessel wall. The efficiency of the impurities depends (a) on the contact angle of the new phase on the foreign surface (which depends on the nature of the materials involved) and (b) on the shape of the surface (a crevice being far more effective than a flat surface). The number of catalytic impurities as well as the rate of nucleation increase with increasing supersaturation.
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FIGURE 14.7. Scheme of the various mechanisms that can be involved in the initiation of a new phase.
Slaid 334
Recapitulation
A finely dispersed material, like water in cells or oil in emulsion droplets, generally needs far more undercooling for crystallization to occur than for the same material in bulk. This is because of the limited number of catalytic impurities: every cell or droplet has to contain at least one of these for crystallization to occur (unless the temperature is low enough for homogeneous nucleation), and the smaller the droplets, the smaller the chance that such is the case. This implies that in O–W emulsions, for instance, considerable hysteresis is observed between cooling and heating curves of the fraction of the fat being solid. Emulsions of known droplet size distribution are often used for determining the concentration of catalytic impurities and the nucleation rate as a function of temperature or supersaturation.

Slaid 335
Recapitulation
Nucleation of a gas phase inside a liquid or soft solid is virtually impossible. The Laplace pressure in a very small bubble is so high that the supersaturation needed to realize formation of such a nucleus cannot be reached. This means that initiation of the new phase occurs by seeding, by the outgrowth of little pockets of air. These can be present in small crevices at the vessel wall, or at the surfaces of fat crystals. Air can also be entrapped by agitation, when one kneads a dough.
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