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Distributed Database System

A distributed database system consists of loosely coupled sites that share
no physical component

Database systems that run on each site are independent of each other
0 Transactions may access data at one or more sites
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Homogeneous Distributed Databases

0 In a homogeneous distributed database
All sites have identical software

Are aware of each other and agree to cooperate in processing user
requests.

Each site surrenders part of its autonomy in terms of right to change
schemas or software

Appears to user as a single system
O In a heterogeneous distributed database
Different sites may use different schemas and software
» Difference in schema is a major problem for query processing

» Difference in software is a major problem for transaction
processing

Sites may not be aware of each other and may provide only
limited facilities for cooperation in transaction processing
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Distributed Data Storage

0 Assume relational data model
0 Replication (AvTiypaon)

System maintains multiple copies of data, stored in different sites,
for faster retrieval and fault tolerance.

0 Fragmentation (KatakepuaTiopog)
Relation is partitioned into several fragments stored in distinct sites
0 Replication and fragmentation can be combined

Relation is partitioned into several fragments (Turiuara): system
maintains several identical replicas of each such fragment.
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Data Replication

O A relation or fragment of a relation is replicated if it is stored
redundantly in two or more sites.

0 Full replication(trAripng avtiypaenr) of a relation is the case where the
relation is stored at all sites.

0 Fully redundant databases are those in which every site contains a
copy of the entire database.
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- Data Replication (Cont.)

0 Advantages of Replication

Availability (AlaBeoipoéTnta): failure of site containing relation r does
not result in unavailability of r if replicas exist.

Parallelism (MapaAAnAicpdg): queries on r may be processed by
several nodes in parallel.

Reduced data transfer (Meiwpévog Xpovog HETa@OpPAcg): relation ris
available locally at each site containing a replica of r.

0 Disadvantages of Replication
Increased cost of updates: each replica of relation r must be updated.
Increased complexity of concurrency control: concurrent updates to

distinct replicas may lead to inconsistent data unless special
concurrency control mechanisms are implemented.

One solution: choose one copy as primary copy (TrTpwTevov
avTiypa@o) and apply concurrency control operations on primary
copy
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Data Fragmentation
(KaTakepUATIONOS AEOONEVWV)

0 Division of relation r into fragments ry, r,, ..., r, which contain
sufficient information to reconstruct relation r.

0 Horizontal fragmentation (Op1{6vTiog KaTakepuaTIONOG):
each tuple of r is assigned to one or more fragments

O Vertical fragmentation (Katakopu@og KatakepUaTIONOG) :
the schema for relation r is split into several smaller schemas

All schemas must contain a common candidate key
utropn@io KA&1di (or superkey utrep-kA&1di) to ensure
lossless join property.

A special attribute, the tuple-id attribute (KwdiIk6g
gyypa@ng) may be added to each schema to serve as a
candidate key.
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Horizontal Fragmentation of account Relation

branch_name account_number balance
Hillside A-305 500
Hillside A-226 336
Hillside A-155 62

accou ntl = O-branch_name=“Hillside 7 (aCCO unt )

branch_name |account_number balance
Valleyview A-177 205
Valleyview A-402 10000
Valleyview A-408 1123
Valleyview A-639 750

aCCOunt2 = O-branch_name=“Valleyview” (account )
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Vertical Fragmentation of employee info Relation

branch_name | customer_name tuple id
Hillside Lowman 1
Hillside Camp 2
Valleyview Camp 3
Valleyview Kahn 4
Hillside Kahn 5
Valleyview Kahn 6
Valleyview Green 7

depOSitl = IYbranch_name, customer_name, tuple_id (employee_info )
account_number balance tuple id
A-305 500 1
A-226 336 2
A-177 205 3
A-402 10000 4
A-155 62 5
A-408 1123 6
A-639 750 7

dep05|t2 = IYaccount_number, balance, tuple_id (employee_lnfo )
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Advantages of Fragmentation

0 Horizontal:
allows parallel processing on fragments of a relation

allows a relation to be split so that tuples are located where
they are most frequently accessed

0 Vertical:

allows tuples to be split so that each part of the tuple is
stored where it is most frequently accessed

tuple-id attribute allows efficient joining of vertical fragments
allows parallel processing on a relation
O Vertical and horizontal fragmentation can be mixed.

Fragments may be successively fragmented to an arbitrary
depth.
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Data Transparency
(Alagpaveia AsdopEvwy)

0 Data transparency: Degree to which system user may remain unaware
of the details of how and where the data items are stored in a distributed

system
0 Consider transparency issues in relation to:
Fragmentation transparency (Ala@aveia KATaKEPUATIOHOU)
Replication transparency (Ala@aveia avtiypa®ng)

Location transparency (Alag@dveia 8€ong)
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Naming of Data Items — Criteria
KplTnpla Ovouacoiag Zroixeiwv AedopEvVWY

1. Every data item must have a system-wide unique name.
2. It should be possible to find the location of data items efficiently.

3. It should be possible to change the location of data items
transparently.

4. Each site should be able to create new data items autonomously.
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Centralized Scheme - Name Server
KevTpikog AlakouiotR¢ Ovoudatwyv

0 Structure:
name server assigns all names
each site maintains a record of local data items
sites ask name server to locate non-local data items
0 Advantages:
satisfies naming criteria 1-3
0 Disadvantages:
does not satisfy naming criterion 4
name server is a potential performance bottleneck
name server is a single point of failure
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Use of Aliases
Xpnon WYeudovupwyv

0 Alternative to centralized scheme: each site prefixes its own site
identifier to any name that it generates i.e., site 17.account.

Fulfills having a unique identifier, and avoids problems associated
with central control.

However, fails to achieve network transparency.

0 Solution: Create a set of aliases for data items; Store the mapping of
aliases to the real names at each site (6€on).

0 The user can be unaware of the physical location of a data item, and
Is unaffected if the data item is moved from one site to another.
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Distributed Transactions
and 2 Phase Commit
(Katavepunuéveg ZuvaAAayeg &
NMpwTtOKOAAO OAOKANPWONG 2
Dacswv)
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Distributed Transactions
(KaTtavepnuéveg ZuvaAAayEg)

0 Transaction may access data at several sites (Q€0¢IQ).

0 Each site has a local transaction manager (&1axX&1pICTAG
ouvaAAaywyv — eKTEAEI EVTOAEG TOTTIKG 0T B€on) responsible for:

Maintaining a log for recovery purposes

Participating in coordinating the concurrent execution of the
transactions executing at that site.

0 Each site has a transaction coordinator (cuvTovioThGg
ouvaAAaywv), which is responsible for:

Starting the execution of transactions that originate at the site.
Distributing subtransactions at appropriate sites for execution.

Coordinating the termination of each transaction that originates at
the site, which may result in the transaction being committed at all
sites or aborted at all sites.
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Transaction System Architecture
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System Failure Modes
(KataoTdoeig ATToTuXiog TOU 2UCTAMATOG)

0 Failures unique to distributed systems:
Failure of a site.
Loss of messages

» Handled by network transmission control protocols such as
TCP-IP

Failure of a communication link

» Handled by network protocols, by routing messages via
alternative links

Network partition (TunuAaToTTOIiNCN OIKTUOU)

» A network is said to be partitioned when it has been split into
two or more subsystems that lack any connection between
them

Note: a subsystem may consist of a single node
0 Network partitioning and site failures are generally indistinguishable.
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Commit Protocols
NMpwTOKOAAO EKTEAEONC

0 Commit protocols are used to ensure atomicity (aTOdIKOTNTA) across
sites

a transaction which executes at multiple sites must either be
committed at all the sites, or aborted at all the sites.

not acceptable to have a transaction committed at one site and
aborted at another

0 The two-phase commit (2PC) (TrpwTOKOAAO OAOKARpwWONG 2
@aoewv) protocol is widely used

0 The three-phase commit (3PC) (TrpwTOKOAAO oAoKARpwong 3
paoewv) protocol is more complicated and more expensive, but
avoids some drawbacks of two-phase commit protocol. This protocol
IS not used in practice.
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Two Phase Commit Protocol (2PC)
(MpwT6KOAAO OAOKARPpWONG 2 PAoceWV)

The two phase commit protocol is a distributed algorithm which lets all
sites in a distributed system agree to commit a transaction. The
protocol results in either all nodes committing the transaction or

aborting, even in the case of site failures and message losses.

0 Assumes fail-stop model — failed sites simply stop working, and do not
cause any other harm, such as sending incorrect messages to other sites.

0 The protocol assumes that there is stable storage at each node with a
write-ahead log, that no node crashes forever, that the data in the
write-ahead log is never lost or corrupted in a crash, and that any two
nodes can communicate with each other.

0 The protocol involves all the local sites at which the transaction
executed

0 Execution of the protocol is initiated by the coordinator (cuvrtovioTR)
after the last step of the transaction has been reached.

0 The participants then respond with an agreement message or an abort
message depending on whether the transaction has been processed
successfully at the participant.
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Phase 1: Obtaining a Decision
(Anyn Atrogaong)

0 Let T be a transaction initiated at site S;, and let the transaction
coordinator at S; be C;

0 Coordinator (cuvrovioTig ouvaAAaywyv) C; asks all participants to
prepare to commit transaction T.,.

C, adds the records (T1poagB£Tel TNV eyypagn) <prepare T> to the
log (apxeio kataypa@nig) and forces log to stable storage

(oTaBepn pvAun) .
sends prepare T messages to all sites at which T executed

0 Upon receiving message, transaction manager (d1ax&1pI0THG
ouvaAAaywyv) at site determines if it can commit the transaction

If the transaction can not be committed,
» add a record <no T> to the log and
» send abort T message to C;

if the transaction can be committed, then:
» add the record <ready T> to the log

» force all records for T to stable storage
» send ready T message to C,
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Phase 2: Recording the Decision
(Kataypapn ATTo@acng)

0 T can be committed if C, received a ready T message from all the
participating sites: otherwise T must be aborted.

0 Coordinator adds a decision record, <commit T> or <abort T>, to
the log and forces record onto stable storage. Once the record
stable storage is written it is irrevocable (even if failures occur)

0 Coordinator sends a message to each participant informing it of the
decision (commit or_abort)

0 Participants take appropriate action locally.

COOFdinator Manager
I
Prepare T

Prepare T

Ready T/noT

Ready T /Abort T

Commit T /Abort T
Irrevocable!

Commit T /Abort T

Commit T/Abort T
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qHandlmg of Failures - Site

4 Failure e

X£Ip|0‘|.l0§ MpoBAnuaTWYV — vy iy [F T
NpofAnua oe = R

COUMMETEXOUOO BEon

When site S, recovers, it examines its log to determine the fate of

transactions active at the time of the failure.

0 Log contain <commit T> record: txn had completed, nothing to be done

0 Log contains <abort T> record: txn had not completed, nothing to be done

0 Log contains <ready T> record: site must consult C; to determine the fate of T,
If T committed, redo (T); write <commit T> record
If T aborted, undo (T)

0 The log contains no control log records abort, commit, ready concerning T
(eg S, has received a prepare T):

Implies that S, failed before responding to the prepare T message from C,

since the failure of S, precludes the sending of a <ready T> response,
coordinator C, must abort T

So S, must execute undo (T)
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Prepare T

Coordinator Failure e [FTmT
Xe1pIouog MPoBANHATWY [wrrimen

Irrevocable!

-ﬂ Handling of Failures- .- [ vonsger |

CommitT /Abort T

— MNpoBAnua ZuvtovioTn

0 If coordinator fails while the commit protocol for T is executing then
participating sites must decide on T’s fate:

If an active site contains a <commit T> record in its log, then T must be
committed.

If an active site contains an <abort T> record in its log, then T must be
aborted.

If some active participating site does not contain a <ready T> record in
its log (so it contains a <no T>) , then the failed coordinator C; cannot have
decided to commit T.

0 Can therefore abort T; however, such a site must reject any
subsequent <prepare T> message from C,

If none of the above cases holds, then all active sites must have a <ready
T> record in their logs, but no additional control records (such as <abort
T> of <commit T>).

0 In this case active sites must wait for C;to recover, to find decision.

0 Blocking problem (mrpéBAnupa prAokapioparog): active sites may have to

wait for failed coordinator to recover.
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Handling of Fallures - [Ceewee] [tanager ]
Network Partition T e
Tpnquonoinon

Irrevocable!

CommitT /Abort T

AI KT(,OU Commit T / Abort T

0 If the coordinator and all its participants remain in one partition, the
failure has no effect on the commit protocol.

0 If the coordinator and its participants belong to several partitions:

Sites that are not in the partition containing the coordinator
think the coordinator has failed, and execute the protocol to deal
with failure of the coordinator.

» No harm results, but sites may still have to wait for decision
from coordinator.

The coordinator and the sites in the same partition as the
coordinator think that the sites in the other partition have failed,
and follow the usual commit protocol.

» Again, no harm results
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=Concurrency Control ==l e
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Recovery and

| Coordinator | | Manager I

Ready T/noT
Ready T / Abort T

CommitT /Abort T
Irrevocable!

CommitT /Abort T

| CommitT/ Abort T

When site S, recovers

In-doubt transactions (ap@ifoAeg ouvaAAayég) have a <ready T>,
but neither a

<commit T>, nor an <abort T> log record.

The recovering site must determine the commit-abort status of such
transactions by contacting other sites; this can slow and potentially
block recovery.

Recovery algorithms can note lock information in the log.

Instead of <ready T>, write out <ready T, L> L = list of locks held
by T when the log is written (read locks can be omitted).

For every in-doubt transaction T, all the locks noted in the
<ready T, L> log record are reacquired.

After lock reacquisition, transaction processing can resume; the
commit or rollback of in-doubt transactions is performed
concurrently with the execution of new transactions.
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Distributed Query Processing
Example
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“*  Natural join (p<)

Natural join ([><1) is a binary operator that is written as (R[] S) where R and S are relations.["! The result of the natural
join is the set of all combinations of tuples in R and S that are equal on their common attribute names. For an example
consider the tables Employee and Dept and their natural join:

Employee Dept Employee [><] Dept
Name Empld DeptName DeptName Manager Name Empld DeptName Manager
Harry |3415 |Finance Finance George Harry 3415 | Finance George
Sally 2241 Sales Sales Harriet Sally 2241 | Sales Harriet
George| 3401 |Finance Production |Charles George 3401 Finance George
Harriet 2202 |Sales Harriet 2202 |Sales Harriet
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Semijoin (X )(>)

The semijoin is joining similar to the natural join and written as R X S where R and S are relations. The result of the
semijoin is only the set of all tuples in R for which there is a tuple in S that is equal on their common atiribute names.

For an example consider the tables Employee and Dept and their semi join:

Employee Dept Employee X Dept
Name Empld DeptName DeptName Manager Name Empld DeptName
Harry |3415 |Finance Sales Harriet Sally 2241 | Sales
Sally 2241 Sales Production | Charles Harriet 2202  Production

George| 3401 |Finance
Harriet 2202 | Production
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I2OAYNAMIEZ ZE JOINS:

E D‘":I;_:;,_ = {R I::"‘C:;,_z_;-:i = } E"""ﬂ;,_:;,_ =
(R P<p=p Ia(S)) PB<p=p S

o0 0
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. Hapaosryna

'Ectm o1 6yEceld

S (S#, SNAME)
SP(S#,P#,QTY)
P (P#, PNAME)

mov Ppickovtal amodnkevevec atovg kopupove T1, T2 ka1 T3 avrticToryd.
Ac vrofecovlie 0Tt YVOPIZOVLE TU TUPUKATO GTOUYELN Y10 TIC GYEGELS
UVTEC:

S:  &yel 6 eyypuosg e kAo sl. s2. 83, s4, s5, s6.
SP: gye1 8 eyypuec ne kiewowd (sl.pl), (s1.p2). (s1.p3). (s2.pl). (s2.p2).

(s2.p3). (s3.pl). (s3.p3).
P:  gye1 6 eyypuwsc ne kieww pl. p2. p3. p4. p5. p6.
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= Emuriiov, yvopilovpe 011 To eyédn ToOv nedimv sivat:

Khietoi Meveboc
(bytes)
S# 4
P# 4
QTY 10
SNAME 96
PNAME 196

‘Ectm, topa. 0Tt (o tortobecia T4 evepyomolel Ty epoTNGT
s b SP B P

'EGTm 0Tl TO KOGTOC LETUQOPUC = HEYEDHOC TOV LLETUPEPOLEVMOV OEOOLEVOV

(M).
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-~ To KoGTOC YOPIC AerTOoVpYies semi-join.

eHoyéon s (S#, SNAME) £yel 6 eyypUQEC Kol KOOEU 0O TVTEC £YEL
Leveboc 4+96=100 bytes. Apa. to neyebog ™ S sivat 6° 100 bytes=600
bytes.
eH Gyéon SP (S+#, P#, QTY) &)ye1 8 eyypu@ec Kot KUBeo 0mo AVTES
eyel neyebog 4+4+10=18 bytes. Apa, To peyedog e SP eival 8°18
bytes=144 bytes.
eHoyéon P (P#, PNAME) £yel 6 eyypUQEC Kol KOOEIU A0 UVTEC £YEL
neveboc 4+196=200 bytes. Apa, To peyeboc ¢ P eivan 6200
bytes=1200 bytes.
To amotehiecua TS epOTNGNC S JOIN SP JOIN P. sivol pia oyecn R.
1] OTTOI0. UMOTEAEITUL OO 8 EYYPUPEC KU TA TEOTU KABE YYPUOIC VL T
TUPUKATO: R (S#, SNAME, P#, PNAME, QTY).To péyeboc kabe
eyypuonc ivat 4+96+4+196+10=310 bytes. Tvven®c. To HEYEHOC TG
Gyecnc R Ba etvatl 8%310 bytes=2480 bytes.
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= Av1nepOTon S >4 SP >< P EKTEAECTEL GE OMOLOVONTOTE GAAO KOUPO
EKTOC Um0 TOV KOPo T4, avto onuaivel OTL Ba TPETEL VU LLETUQPEPOVLE TO
UTOTEAEG|LO, (TO OTO10 GTI| GLVEYELWW B ovopalov)le R) atov Koppo T4
OOV £)E1 evepyomoBel 1] ep@TNGT. To KOGTOC LETUQOPUC OEOOUEVOV TN
ADGTC R, €1V 160 |le TO NEYEBOC TOV LETUPEPOLLEVMY OEOOEVOV, OT)A.
etvalr Cg= 2480 bytes.

Av 1 epotnon exkterectel atov KoUPo T1 1) otov koppo T2 1 oTov kopfo
T3. 10 KOGTOC NS EPOTNGTC BU E1VAL 16O |lE TO ABPOIGLLE TMV O1UPOPOV
LLETUQEPOLEVMOV OEOOLEVAMV UTTO TOVC GAAOVC OVO KOLPovg GTOV Koo Tov
EKTEAELTUL 1] EPOTNGT), TPOGULENEVO KuTa 2480 bytes, mov eival To
KOGTOC LETUQOPUS TNC AVGTC.

AV LLETUQEPOVLE OAEC TIC GYEGEIL S, SP Kl P otov koo T4 xat

EKTEAEGOV|LE EKEL TNV EPMTNGI]. £YOVLE KOGTOC = LETUPOPU TOV GYEGEMV
S, SP ka1 P atov koupo T4. sivar 600+144+1200=1944 bytes.
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_ _Evpseon koGeTOoLC 0V LTOOEGOL|IE OTL Kdvovue S < SP

H gpdnon Bu exTerecTEl OC £ENC:

" tpoPairovpe To S# amd TNV SP otov KopPo T2 kot Ba 1o GTEIAOLLIE
ctov T'l.

" EKTEAOVLLE TO SEmi-JOIN TO 07010 BU ONLOVPYIGEL TO UMOTEAEGLA S .

" Yteivovlle otov KOUPo T4, to S', SP, P KU1 EKTEAOVLLE TV EVOGT).

To SP Apenel va TO GTEIAOLE TAA GTOV T4, GGYETU UTO TO AV EYEL 10N
GULLETUGYEL GTO semi-join 6tov Koo T1.

AvaAvTiKd, gyovlle:

* [Ipota B yivel atov Koo T2, mpofoin) ToV TIHOV S# TNC GYEGNS SP.
Anioon Ba yivetn wpaln: F = T4 (SP). H oyeon F €yel 3 eyypuQEaC:
sl, s2, s3. ALTEC 01 TILEC ETa@EPOVTUL GTOV KOUPo T1, omov Ppicketar 1
GYEGT S. AnAoon. Letaeepovtal 3*#4=12 bytes.
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g;_ = Ytov koppo T1, yivetatl To join TS GYEGINC S KUl TOV TIUOV S# TOv
NpBave amo tov koppo T2, oniawon yivetaanmpasn: S'= F p<a S.H
GYecN S' &yel ueyebog 3#(44+96)=300 bytes.

" 3T GUVEYELOD. LETUPEPETUL 1] GYEGN S "umo Tov KOPo T1 atov kopPo T4.
onAaon petaogpovtal 300 bytes. H adia g Kivnene aotng ival OTtL e
T0 S < SP, avti va petaeepbet amo tov koppo T1 otov kopfo T4
OAOKANPY 1] GYEGT] S. LETUPEPOVTUL IOVO EKEIVEC O1 EYYPUDEC TOV
TPUYLHUTIKG YperalovTol Kol 8a ¥pnciLoTotbouy.

" Katomy, LETUPEPETUL 1] GYEGT SP amo tov xkoupo T2 otov xoupo T4
(144 bytes) Kot TGN LETUOEPETUL 1] GYEGT P amo tov koupo T3 ctov
Koupo T4 (1200 bytes).

" Teroc, otov KOpPo T4, mpaypotonoleitul 11 pOINGN R = S' < SP

>< P. To KOGTOC TNG EpMOTINGNS AV ¥pnoionombei 10 S »< SP. elval:
12+300+144+1200=1656 bytes.
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= Evpeoi) Tov BEATIGTOV TAGVOL, IIE T1) YP1)G1) Semi-joins

[Tapatnpovpe 0Tl TPOPUAAOVTUC TO TEOTU S# KUl P# TNC GYECNC SP
TUlPVOLLLE 3 TIHEC TOGO Y10 TO KAEWOL S#, OGO KU1 Y10 TO P#. ATO TNV GAAN
Lep1d, TpofaAlovtac TO TEOIO S# TNC S KU1 TO TEOL0 P# T1|C P MAIPVOLLLE 6
TIUEC KU1 GTIC OV0 TEPIMTMOGELS. AEOOUEVOL OTL T MEOIU S# KUl P#
UMOTEAOVV T TEOLO GUVOEGTC Y10 T1] GUVOEGT TV GYEGE®MV S, SP Kl P,
KO1 OTL E1VUL 10100 LEYEBOLC. GLUPEPEL VU TPOPUAAOVIE TU TEOIH S# Kl
P#, TIG GYEGNC SP

To KuADTEPO TAGVO EKTEAEGTC TINC EPOTIGTS £IVUL TO ECNC:

1) IIpoPdirovpe To medio S# NS SP atov kopfo T2 kot [LETAQEPOLLLE TN
GyE0N F=1m1:: (SP) . onAuon C1=12 bytes, atov koppo T1.

11) IIpoPdirovpe To medio P# NS SP atov kopfo T2 kot [LETaQEPOLLLE TN
GYECT) G=TIp: (SP) . oniaon C1°=12 bytes, atov xoupo T3.
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7 11) Kavooue 11 6Ovoeon F/ =S B<sy-=¢ F atov KOUPO T1 Ko wpoxvnTe
Lo Gyec e peyebog : 3*+100=300 bytes.
1v) Emiong, KaVvouEe T 6OVOEGT G’ =P D<yy_-y G 6TOV KOUPO T3 Ko
TPOKVTTEL L0 GYEGT Le Hevebog @ 3#200=600 bytes.
v) Metaeepovlie T 6YeGT SP amd tov Koppo T2 atov koupo T4, oniaon
Letapepovle C2=144 bytes.
vi) Metagepovpe v E’, oniaon C3=300 bytes, umo tov koppo T2 kut

KOVOULLLE T1| GUVOEG F"=F’ P<zs—sx SP. GTOV KOUPo T4
vil) Emionc. pnetaeepovpe Ty G’ . onAaor) C3°=600 bytes. umo tov koppo
T3 Kol Kavovlle TN GOVOEGT F" D<pz=p: G’ . Y10 VO TAPOLLE TNV

TEMKI) GYEoN R atov xkopfo T4.

To GuVOAIKO KOGTOC TNC EPOTNGIC Eival:
C=Cl+C1l"+C2+C3+C3°' =12+ 12+ 144+ 300 + 600 = 1068 bytes
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