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Preface

Enzymes are the catalysts of life. They perform the majority of reactions in all living systems—all animals, plants,
and microorganisms. Our lives are absolutely dependent on them. Even inhaling in oxygen and exhaling carbon
dioxide are dependent on enzymes. Our plants take up minerals, water, and air, and combine them with carbon
dioxide and ammonia to provide our fruits and vegetables, via enzymes.

The Handbook of Food Enzymology is a single source that can answer questions about what enzymes are, how
they function catalytically, and how we depend on them and use them every minute of our life. This is not a book
that can be read in a single day. Rather, it is a handbook to be used to find the answers to various questions: Who
are we biologically and chemically? How do we function biologically? How do our foods, most of our clothing, and
much of our shelter depend on enzymes? What are enzymes? What do they do? How can we manage them in the
most effective way to live a long and healthy life with an abundance of food?

The Handbook is divided into two major parts. The first 26 chapters deal with general aspects of enzymology.
There are two chapters (1 and 2) on the history of enzymology, which discuss protein structure and the kinetics of
enzyme reactions and emphasize food production, and the trail of knowledge that led to this handbook. The next
two chapters (3 and 4) deal with how enzymes are highly specific and highly efficient catalysts and the environmental
factors that affect their activities. Chapter 5 describes how to inactivate enzymes when their action is no longer
desirable. Chapters 6 and 7 deal with regulatory issues pertaining to using enzymes in our foods to change the taste,
flavor, aroma, color, texture, and nutritional quality. Chapter 8 deals with the evolution of enzymes under extreme
conditions of pH, temperature, salinity, toxicity, and pressure, and how these enzymes with special extremophilic
characteristics can be used effectively in foods. Chapters 9 through 16 deal with how enzymes produce the compo-
nents of our foods—the proteins, lipids, carbohydrates, and nucleic acids—as well as the enzymes that make it
possible to synthesize our food components rapidly, efficiently, nutritiously, and in the quantity needed to feed 6
billion persons each day. The last 10 chapters (17-26) in Part I deal with management of enzymes postharvest and as
tools for increasing the quality and consumability of our foods.

Part II describes specific prototypic enzymes of the six chemical types of reactions catalyzed by enzymes:
oxidoreductases, transferases, hydrolases, lyases, isomerases, and ligases. The contributors of these 57 chapters
have followed a common format in which they discuss what the enzyme(s), does, its importance to feed and food
production, its chemical and biological properties, how to measure activity of the enzyme(s) and how to purify it
from raw animal, plant, or microbial sources. Being catalysts, the enzymes are produced in rather small amounts
(0.01 to 1% by weight of the total protein).

The contributors were carefully selected on the basis of their specific knowledge of the importance of enzymology
to food production, food preservation, and food quality. We are very proud and fortunate to have attracted first-
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rate, active scientists worldwide (20 countries are represented) as contributors to the Handbook. We hope the
Handbook will be prominently displayed in all college and university libraries, especially those in which food
production, nutrition, and food quality are important subjects, on the bookshelves of all food manufacturing
companies, and in many faculty offices at major universities worldwide. When questions arise as to what enzymes
are, what they do, and their importance in food supply and quality, we hope students, educators, and researchers
will find the answers rapidly and satisfactorily in the Handbook.

We thank all the authors for joining us in this endeavor. Their contributions are excellent, up-to-date, and well
written. Bringing together over 100 first-rate, active contributors to provide chapters in their selected area of food
enzymology was our first objective. We wish to thank all the editors and authors who permitted use of copyrighted
material, as well as those who typed the manuscripts. Marcel Dekker, Inc., and its staff were especially helpful as
editors and contributors alike struggled to meet deadlines that extended over four years.

To the reader, may you find answers to all your questions on food enzymology in this handbook. If you don’t,
please ask any of us to help you find additional material and/or clarification.

John R. Whitaker
Alphons G. J. Voragen
Dominic W. S. Wong
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Protein Structure and Kinetics of Enzyme Reactions

A Historical Perspective

John R. Whitaker

University of California, Davis, Davis, California, U.S.A.

I. INTRODUCTION

This opening chapter focuses primarily on the history
of applications of enzymes in food science and technol-
ogy. The evolution of knowledge on proteins and food
enzymology must also be understood from the funda-
mental aspects. Enzymes are proteins. Therefore, the
history of food enzymology is a composite of advances
in both understanding the chemistry of protein struc-
ture and environmental behavior, as well as the physi-
cochemical properties (kinetics and thermodynamics)
of enzyme behavior.

This chapter will first treat the history of food enzy-
mology from the evolution of protein chemistry and
then the physicochemical behavior of enzymes in rela-
tion to environmental conditions, including the effects
of enzyme, substrate, cofactor and inhibitor concentra-
tions, and the effects of pH and temperature.

II. PROTEIN CHEMISTRY DEVELOPMENT

During the period 1820-1840 crude purifications of
proteins began to be made by heat coagulation and
precipitation with organic solvents and high concentra-
tions of salts, such as ammonium sulfate.

A. Amino Acid Composition

Glycine and leucine were the first amino acids to be
isolated (from hydrolyzed gelatin and wool, respec-

Copyright 2003 by Marcel Dekker, Inc. All Rights Reserved.

tively) (1). This was during the time when the word
“protein”” was coined to describe these compounds
that have the compositional formula of carbon, hydro-
gen, oxygen, and nitrogen (~ 16%), with small
amounts of sulfur and phosphorus. Mecthionine was
discovered in 1922 by Mueller (1) and in 1935 threo-
nine, the last amino acid, was discovered by Rose. It
was very difficult to determine the amino acid composi-
tion in the earlier days. With the discovery in 1952 by
Moore and Stein (2) that the amino acids of protein
hydrolyzates could be separated and identified readily
within 24 h by ion exchange chromatography, the
amino acid composition of many proteins became read-
ily available. Today, the complete amino acid composi-
tion of a protein is done by automated analysis in 2-24
h using nano- or picogram amounts of hydrolyzed pro-
tein, at a cost of $25-35 per total analysis.

B. Primary Structures of Proteins

Real proof of the importance of the peptide bond in
proteins was when this bond joining individual amino
acids into a longer polymer was discovered in 1903 by
Emil Fischer, who synthesized the first peptides (3).
Fischer synthesized many peptides during his scientific
career. Hofmeister also reported the peptide bond in
1903 (4). Sanger developed the methodology for deter-
mining the amino acid sequences of proteins in 1955
(5) using insulin (a polypeptide of 5737 daltons).
Edman developed a chemical method of sequencing



proteins in 1949 (6); the automated Edman degrada-
tion method, invented in 1967 by Edman and Begg (7),
is used routinely now for sequencing picogram quan-
tities of protein within 24 h. The methods are so sensi-
tive these days that one must wear plastic gloves in all
operations. A typical cost per amino acid residue is
about $20-25. The time required for sequencing
depends on the size of the protein, since most proteins
must be hydrolyzed to 25-50 amino acid residue frag-
ments by two or more highly selective proteases in
order to produce overlapping protein fragments.
Each of the peptides must then be purified before
sequencing.

The fastest, most economical, and most precise
method of determining the sequences of proteins,
since the 1980s, is by determining the nucleotide
sequence of the gene for a protein. Extremely low
amounts of DNA or sRNA are needed since PCR
(protein chain reaction) catalyzed by S-polymerase
can be used to make many copies of the gene.
However, it is important to remember that the amino
acid sequence determination via gene sequence does
not include posttranslational modifications, including
proteolysis, that are required to produce the active
mature protein. The relationship between the primary
sequence of proteins and gene nucleotide sequence was
first postulated in the 1950s—the “one gene—one pro-
tein” hypothesis.

C. Secondary Structures of Proteins

The a-helix secondary element of proteins was first
postulated in 1950 by Linus Pauling (8) and was
found in myoglobin by Kendrew et al. (9) by x-ray
crystallography in 1960. The determination of S
strands in the primary structures of proteins, subse-
quently resulting in 8 sheet formation by folding of
the polypeptide chain back on itself, was reported in
1951 by Pauling and Corey (10). The 8 and y turns,
loops, and bulges were clearly established in proteins
by 1987, based on Milner-White and Poet’s reported
observation of reproducible x-ray crystallographic
conformation in previously described loops (random
folding) of a number of proteins (11). The key roles
of glycine and proline in forming y and B turns are
now well established, with subclasses of each of these
turns. Therefore, the key secondary components of
proteins are «-helices (a few other types of helices
also occur in some proteins), g strands, and 8 and y
turns and loops. Supersecondary folding patterns
(motifs), involving a minimum of three secondary
structures, are well known (12, 13).
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D. Tertiary Structures of Proteins

Tertiary structures of proteins, along with secondary
structures, were determined by x-ray crystallography
of myoglobin by Kendrew et al. in 1960 (9). Even
though hemoglobin was crystallized in 1848, and the
law of x-ray diffraction was established by Bragg in the
1920s, computer capabilities for quantitatively analyz-
ing the complex x-ray patterns of proteins were not
available until the late 1950s.

The primary sequence of amino acids, while deter-
mining the folding pattern of proteins, is not respon-
sible for the folding. The aqueous system is. To be
more precise, the H-bonded clusters (6-8 water mole-
cules) forces the proteins to fold with predominately
hydrophobic amino acid residues inside and predomi-
nately hydrophilic amino acid residues on the outside,
along with 20-40% (on average) bound water of
hydration around the protein. Folding of proteins is
an entropy-driven process. The entropic energy from
the hydrogen-bonded clusters of water molecules is
used to force the protein to fold so as to occupy its
smallest possible surface area, generally a sphere.
Proteins, and life, have evolved in an aqueous environ-
ment. No other solvent could have caused the evolu-
tion of biological functions as we know them.

Aqueous protein solutions contain three types of
water—structural (constitutional) water (~ 0.003 g
water/g protein), interfacial water (~ 0.3-0.5 g water/
g protein on the surface of the protein, and free water
(14). The structural water molecules are bound tightly
and are not removed by lyophilization or drying of the
protein or by displacement of water by acetonitrile (15).
In the serine superfamily of enzymes, 20 structural
water molecules are found in identical locations in all
(16). The surface of native proteins contains, on the
average, 20—40% by weight of bound water molecules.
The first monolayer (vicinal) of water molecules binds
primarily to the charged and neutral side chains of the
surface amino acid residues by hydrogen bonds. Water
molecules surround surface hydrophobic side chains as
a cage but do not interact with them. The second and
subsequent layers (multilayers) of water molecules bind
less tightly by dipole interaction with the monolayer
water. Bound water and free water can be distinguished
readily by nuclear magnetic resonance (NMR).

E. Quaternary Structure

The importance of subunits in some proteins was
recognized in 1970 by Klotz et al. (17), when it was



discovered that a 0.4 M sodium chloride solution
caused hemoglobin to change from 68,000 daltons to
34,000 daltons. Later, it was shown that the tetrameric
protein was cleaved to give two identical subunits con-
taining two polypeptide chains, « and B, and that
higher concentrations of salts caused further dissocia-
tion to subunits (o and B) of 17,000 daltons. Perutz et
al. (18) determined the x-ray crystallography pattern of
hemoglobin in 1960. A number of other proteins and
enzymes have subunits (17). Subunits of proteins were
found to be devoid of biological activity; in time, a
molecule of a protein was defined as the smallest unit
that has biological activity.

F. Macromolecular Structure

By the late 1960s, it was recognized that the skeletal
muscles of animals are composed of several different
proteins, myosin, actin, tropomyosin, and troponin
(three types) that, when associated correctly, had con-
tractile properties in the presence of the cofactor ATP.
Later, it was shown that pyruvate dehydrogenase, the
electron transport system, and other systems perform-
ing complex functions require association of several
different proteins to perform the overall biological
function (19, 20).

G. Folding of Proteins from the Primary
Structure

By the 1960s, physical chemists such as Harold
Scheraga at Cornell University, Phillip Handler at
North Carolina State University, Ronald Baldwin at
Stanford University, and others began to ask how
protein folding occurs and how fast it occurs. Dr.
Scheraga, using the hypothesis that every atom of
the protein had to find its proper location by a ran-
dom process, and using high-speed computers, pre-
dicted that it would take ~ 10 years for a 100-
amino acid residue polypeptide to fold properly.
About the same time, Hantgan et al. (21) and others
(22, 23) began to unfold proteins by heat, urea, pH
changes, etc., to remove the unfolding agent and mea-
sure the rate of regain of activity. Lu and Whitaker
(24) and others found that denatured proteins could
regain most of their activities in ~ 6-10 min at 35°C.
Not too long after, sufficient data accumulated to
show clearly that the primary sequence of amino
acids contained the information needed to permit
the protein to fold into the native structures, includ-
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ing quaternary and macromolecular structures. But it
is appropriate to mention that many proteins are
posttranslationally modified in ~135 ways (collec-
tively among proteins) and that posttranslational
modification plays a very important, sometimes essen-
tial role in the folding and stabilizing of a protein in
its biologically functional form.

Detailed analyses of the data from x-ray diffraction
of protein crystal structures became available in the
1960s owing to advances in computers. NMR was
developed sufficiently by the 1980s to be used for deter-
mining the tertiary structures of proteins. Modern x-
ray diffraction and new methods of intense beam mag-
nification, using a synchrotron, permit the tertiary
structures to be determined at 1.2 A, sufficient to iden-
tify primary amino acid sequence, the secondary struc-
ture, the tertiary structure, and in some cases the
quaternary structure. In some cases crystallographic
structures of proteins are now being determined at a
faster pace than the biological function of the proteins.

The most complex protein in which the tertiary
structure has been determined recently is that of
yeast RNA polymerase II (25).

H. Protein Crystallization

Hemoglobin was the first protein to be crystallized, by
accident, in 1848. Almost anyone can crystallize hemo-
globin from blood, but recognizing that it is a protein
is more difficult. Ovalbumin from chicken egg white
was crystallized in the 1880s. But it was the crystal-
lization of urease in 1926 by J.B. Sumner that finally
proved that enzymes are proteins (26). Again, seren-
dipity (being at the right place at the right time and
recognizing it) played an essential role in this discov-
ery. As the story goes, Professor Sumner of Cornell
University made a water/alcohol extract of jack
beans on a Friday, removed the solids, and placed
the extract on the window sill of the laboratory and
went home. On Monday, a solid had formed that,
when the liquid/solid was swirled, refracted light—a
biofringence. Recognizing this as unusual, he deter-
mined under the microscope that crystals were present.
He showed that the crystals were protein with urease
activity, so he suggested that enzymes are proteins.
Despite the earlier “finding” by Willstdtter in 1926
that highly purified peroxidase was not a protein
(27), Sumner has been proven correct that all enzymes
known to date are proteins. Willstidtter made the mis-
take that many scientists make at one time or another;
the ability to measure the peroxidase activity was much



more sensitive than the ability to measure the protein
concentration.

Protein crystallization is a science these days permit-
ting most proteins, including even glycoproteins and
lipoproteins, to be readily crystallized as demon-
strated, for example, by the crystallization of yeast S-
RNA polymerase II (29).

I. Active Sites of Proteins

Active sites of proteins are the locations where the
biological function of a protein resides in the native
protein. Study of active sites of proteins became a
major field of study for enzymologists and protein che-
mists beginning in the 1960s. But as early as 1902,
Brown (28) and Henri (29) independently proposed
that enzymes must bind the substrate prior to conver-
sion to product. Fischer in 1894 (30) proposed that the
active site must fit the substrate as stercospecifically as
a key fits a lock (lock-and-key analogy) in order to be
bound properly and be converted to product.
Koshland in 1965 (31) introduced the ““‘induced fit”
hypothesis to explain how apparently dissimilar mole-
cules could sometimes serve as substrates for the same
enzyme.

Initially, study of active sites of enzymes was
approached by use of chemical modification of the
side chain groups of amino acid residues of the native
protein, using loss of biological activity as the measure.
Also, the unfolding and refolding of proteins such as
myoglobin and ribonuclease, especially around cofac-
tors, hematin, etc., gave much information on active
sites. Much was learned about essential amino acids in
the active site. For example, in lysozyme chemical
modification established that Glu35, Asn37, Asn44,
AspS2, Asp59, Try62, Try63, AsplOl, and Arglld
are a part of the active site (32). Asp52 and Glu35
are the key catalytic general acid/general base residues
(-COOH and —COO™ are the catalytic groups). X-ray
crystallography was key to determining that His69,
Glu72, and Hisl96 (chelates the essential cofactor
Zn(I)), Arg71, Argl45, Tyr198, Tyr248, and Phe279
are in the active site of carboxypeptidase A (33). Zn(II)
is responsible for catalysis. The other amino acid resi-
dues are key to binding the substrate properly in the
active site.

The best current method of determining the essenti-
ality of amino acid residues in the active site is the use
of recombinant biotechnology to replace one amino
acid at a time, thereby determining its effect on activ-
ity, is much more certain than the two methods above.
Absence of binding and/or activity based on a single
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amino acid replacement is about as close to the truth as
one might get of the role of that amino acid.

III. DISCOVERY OF ENZYMES AND
DEVELOPMENT OF ENZYME
KINETICS

A. Discovery of Enzymes

There is some overlap between this section and that of
Chapter 2. This is justified based on the need to present
a complete picture in the book.

1. Catalase appears to be the first enzyme discov-
ered. This occurred in 1812. In reality, the discovery
was that something in blood caused the evolution of
bubbles, shown to be O,, when hydrogen peroxide was
added. The reaction observed was

2 H202 e 2 H20+02

2. Diastase was discovered in wheat flour by Payen
and Persoz in 1833 (34), when they reported that the
enzyme caused the solubilization of starch. In addi-
tion, they found the enzyme to be thermolabile and
precipitated by alcohol. They named the substance
“diastase” because it separated, by solubilization,
the starch from the bran. They further used ‘“‘ase”
in the name to designate it as an enzyme. The reac-
tion observed was

Starch + H,O — dextrins

3. Peroxidase in plants was reported by Schéenbein
in 1855 (35, 36). Schoenbein used gum guaiac which
changes in color from light tan to blue when H,O, was
added to an extract containing peroxidase. Several
other compounds can be used to assay easily for per-
oxidase as shown by the equation:

4 Guaiacol + 8 H,O, — tetraguaiacol + 8 H,O

(colorless) (brown)

4. Polyphenol oxidase was discovered by
Schoenbein in plant extracts in 1856 (36). It was
named polyphenol oxidase because of its ability to
oxidize phenols, cause browning of plant extracts and
bruised plant tissues. The enzyme can use a number of
mono- and polyphenols plus O, as substrates as shown
by:

Phenol 4+ 0.5 O, — o-dihydroxyphenol

o-Dihydroxyphenol + 0.5 O, — o-benzoquinone
+ H,O



5. Invertase was discovered in 1860 by Berthelot in
yeast (37). The enzyme catalyzes the hydrolysis of
sucrose to glucose and fructose:

Sucrose + H,O — glucose + fructose
(56.5°) (65.5°)  (=79.2°)

where the numbers in parentheses are optical rotation.

During this period of enzymology, polarimeters
were developed that could manually or continuously
follow the changes in optical rotation during the con-
version of sucrose to glucose and fructose by the
change in optical rotation from 56.5° to —23.7° based
on the difference in optical rotation of the sucrose (the
substrate) to the products (glucose and fructose). This
ability eventually led to discovery and quantitation of
the effect of pH, temperature, and substrate concentra-
tion on the kinetics of enzyme reactions.

The discovery of enzymes continues even today. In
the last listing in 1992 of well-studied enzymes there
were 3196 enzymes listed (38). The types of enzymes so
far discovered based on the chemical reactions cata-
lyzed are oxidoreductases, transferases, hydrolases,
lyases, isomerases, and ligases. Many of the individual
enzymes have isozymes (same reaction catalyzed but
they differ in primary structure of the protein). The
nucleotide sequence of the genes that code for the bio-
synthesis of the enzyme can be modified by researchers
to give multiple forms of enzymes via one or more
amino acid changes of the primary sequence.
Posttranslational modification of the protein can also
lead to multiple forms.

B. Enzyme Specificity

In the period 1894 to the 1930s Emil Fischer, a
German chemist, and his associates developed and
refined the concept of enzyme specificity and of the
close stereospecificity between an enzyme and its sub-
strate(s) (30). Based on their careful studies of enzyme
action on numerous compounds his group synthesized,
Fischer enunciated the now famous ‘lock-and-key”
analogy of enzyme-substrate interaction. Other com-
pounds, called competitive inhibitors, bind into the
active site in competition with the substrate but they
are not converted to products because they lack the
overall keylike fit to the active site.

In 1959, Koshland emphasized the importance of
the “induced fit” concept of enzyme specificity (31).
His detailed research showed that compounds that
do not have identical shapes can be substrates for the
same enzyme and that this is possible because of
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accommodation (flexibility) of the active site of the
enzyme in binding the substrate. Further research has
shown that the induced fit concept is an important
factor in the specificity of numerous enzymes and per-
haps less important in more rigid active sites of some
enzymes, such as urease, which converts only urea to
products.

C. Quantition of Rates

The importance of quantitation of rates was intro-
duced briefly in Section ITI.A above. This section will
expand on the topic.

1. Effect of Temperature on Velocity

In 1889, after a large amount of research on invertase
using a polarimeter to study the effect of temperature
on velocity of reaction, Arrhenius developed the
empirical equation:

dink/dT = Ae™5/RT

which is still in use by most biologists today (39).
Physical chemists derived de novo an equation
(Gibbs equation; 40) that gives a slightly different
numerical value from that of Arrhenius. The difference
is given by

E, = AH” + RT

At 25°C E, is 0.6 kcal/mol larger than AH7 given by
Gibbs’ equation because a slight temperature effect on
E, is removed by using AH”. For most purposes the
two methods of calculation agree within experimental
error.

2. Effect of Substrate Concentration on
Velocity

Studies of effect of substrate concentration on velocity
of enzyme-catalyzed reactions advanced primarily
owing to the availability of the polarimeter, permitting
the effect of substrate (sucrose) concentration on the
velocity of the invertase-catalyzed reaction to be stu-
died in great detail. The results showed a “saturation-
type” curve (Fig. 1). At very low substrate concentra-
tions, the velocity increased in direct proportion to the
increase in substrate concentration. At higher concen-
trations, the relationship was curvilinear and at high
concentrations, the rate reached a maximum (and even
decreased in some cases) owing to substrate inhibition.

In 1903 Brown (28) and Henri (29) independently
proposed that the “saturation curve” for the relation-



ship between velocity and substrate concentration [A],
could be explained by the equation

E+A—>E-A=E+P

where E - A is an obligatory intermediate; i.e., £ and A4
must form a noncovalent complex before conversion of
substrate to products can occur. This concept is now
universally accepted.

In 1913, Michaelis and Menten (41) showed that the
enzyme—substrate saturation curve can be expressed
mathematically by the equation of a right hyperbola

Vo = Vmax[A]o/(Km + [A]o)

where v, is the observed initial velocity, V.. is the
maximum velocity when the enzyme is fully saturated
with substrate, and K, is [4] at which v, = 0.5 V..

In 1918, Langmuir (42) showed independently that
the same-shape curve is found for adsorption of gases
onto metal surfaces, soluble solutes onto charcoal, etc.
The Langmuir equation is:

Fraction of surface covered = nyx/(n, + nyx)

where ng is number of molecules striking 1 cm? of sur-
face per second, x is the quantity of molecules that
binds on the surface, and 7, is the number of molecules
leaving the surface per second.

In 1934, Lineweaver and Burk (43) showed that a
reciprocal plot of v, versus [A4], (i.e. 1/v, vs. 1/[4],)
converts the Michaelis-Menten equation to a form in
which V. and K, can be determined in an unambig-

(At K

Inihal velocity

| 1 1 H | L o]
Substrate conceniration

Figure 1 Variation of initial velocity with substrate concen-
tration for an enzyme-catalyzed reaction according to the
Michaelis-Menten equation. (From Ref. 41.)
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uous manner (Fig. 2). There are two other methods
that give linear plots—the Augustinsson method (44),
and the Eadie-Hofstee method (45); however, the
Lineweaver-Burk method continues to be the most
widely used method.

3. Effect of pH on Enzyme-Catalyzed
Reactions

In 1909, So6rensen published a classic paper on the
effect of pH on invertase activity (46). Not only did
he show that the activity of enzymes is affected by the
pH of the reaction, he was able to differentiate the
effect on reaction rates and on stability of the
enzyme.

Detailed studies of pH effects on rates of enzyme-
catalyzed reactions were largely ignored until the 1960s
when Bender, Whitaker, and others gave much atten-
tion to the interpretation of the results from a mechan-
istic standpoint. See Whitaker (47) for more details of
the studies.

4. Further Refinements of Kinetics

During 1957-1963, there were substantial advance-
ments in better understanding of the effect of concen-
trations of one, two, or multiple substrates on enzyme-
catalyzed reactions. These advancements were made by

= Slope = K, /V,
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vy (M7 sec) x1072
[

Intercept J-' .
=—m<m,/
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s,
’ . ; !

-1 ) 1 2 3 4 s
17(8) (M1 21072

©intercepl = 1/V .,

Figure 2 Plot of reciprocal of initial velocity versus recipro-
cal of initial substrate concentration by the Lineweaver-Burk
method. (From Ref. 43.)



Alberty (48), Wong and Haines (49), Cleland (50), and
Segel (51). Cleland’s descriptive nomenclature (50),
ordered BiBi sequential mechanism, random BiBi
sequential mechanism, and Ping Pong BiBi mechanism
terms and methodology are used most frequently. See
Whitaker (47) for a detailed discussion and use of these
methodologies.

5. Concept of Initial Velocity

The concept of initial velocity, v,, arose in the 1960s
and is universally used by those interested in detailed
studies of enzymes. v, is determined as near time zero
of the reaction as possible. No more than 5% of the
original [A4], should be converted to product in deter-
mining v,. The method requires that the velocity be
determined on a continuous time basis, generally by
continuous recording of the data.

There are several reasons for using v,. It largely
eliminates problems caused by change in degree of
saturation of the enzyme with substrate during the
reaction time. It eliminates influence of the back reac-
tion (P+ E = E 4+ A). It eliminates effect of product
inhibition of the enzyme. It eliminates effect due to
instability of the enzyme, since the reaction is nor-
mally done within ~ 5 min. Since it is based on a
continuous recording, not on a one-point assay, the
substrate concentration ([4],) at time zero can be
used.

6. Sigmoidal Kinetics

Experimentally, not all enzyme-catalyzed reactions fol-
low Michaelis-Menten kinetics. In 1965, Monod et al.
(52) published the first paper conclusively showing that
some enzyme-catalyzed reactions do not follow the
Michaelis-Menten equation. The kinetics are said to
be sigmoidal or allosteric in nature. The form of the
equation developed to express the results is:

Vo = Vmax[S]g/(Km + [S]g)

Sigmoidal kinetics are sometimes found when more
than one substrate molecule binds to the enzyme mole-
cule. Generally, sigmoidal kinetics may be shown in
enzymes that have quaternary structure. If binding of
substrate into the active site of the first subunit affects,
positively or negatively, the binding of substrate into
the active site of the second subunit, sigmoidal beha-
vior will be seen. Enzymes in metabolic pathways often
show sigmoidal behavior (53).
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IV. ANALYTICAL TOOLS IN
ADVANCEMENT OF ENZYMOLOGY

Advancement of enzymology, as with all chemical and
biological sciences, has been influenced very much by
the development of tools and methodology. Perhaps
one of the first tools was the microscope, which per-
mitted Pasteur to discover the asymmetry of molecules
leading to discovery of isomeric differences among L-,
D-, and DL-tartaric acid crystals in wine. A specific
enzyme can use only one of the forms as a substrate.
Another was the development of polarimetry which
permitted detailed studies on the effect of pH, tempera-
ture, and substrate concentration effects on invertase
particularly and other enzymes in general. These stu-
dies led to Sorensen’s contribution to understanding
the effect of pH on enzyme activity (46), to
Arrhenius’ study of temperature effect on rates of
invertase-catalyzed reactions (the Arrhenius equation
[39], and data on the velocity—substrate concentration
relationships leading to the Henri (29) and Brown (28)
hypothesis on essentiality of the EA complex, the
Michaelis-Menten equation (41), and the Lineweaver-
Burk reciprocal plot (43).

Kinetic analyses are used to determine how much
enzyme is present in tissues. But their primary use is to
determine the mechanism of action of enzymes via a
detailed study of the kinetic effect of substrate concen-
tration, enzyme concentration, pH, temperature, and
inhibitors on the v, of the reaction. Early investiga-
tions in this area were by Koshland and Neet (54)
and by Vallee and Riordan (55). Many articles,
books, and treatises of this subject have appeared
over the past 30 years.

A. Tools for Purification of Enzymes

Not much was done on the purification of proteins
until the 1920s when Willstdtter purified horseradish
peroxidase to the point that no protein could be
detected by the method used, but the peroxidase activ-
ity could be determined, leading to the conclusion that
horseradish peroxidase could not be a protein (27). But
Sumner (26) crystallized jackbean urease and showed it
to be a protein. In 1930 Haldane (56) and others
expressed the view that except for urease, next to noth-
ing was known about the chemical nature of proteins.

In the 1930s, several enzymes, including pepsin,
trypsin, chymotrypsin, and carboxypeptidase A, were
crystallized by Northrop, Kunitz, Herriott, and Anson
(57, 58) at the Rockefeller Institute. All were found to
be proteins. The ultracentrifuge (59) and free boundary



electrophoresis (60) were developed and used to deter-
mine the molecular weight and purity of enzymes.

From 1930 to 1955, use of differential solubility of
proteins at different pH’s, as well as differential tem-
perature stability, were used to purify proteins. Large
amounts of protein were needed. In the late 1940s and
early 1950s Moore and Stein (2) developed ion
exchange chromatographic methods for separating
the amino acids from hydrolysates of proteins, includ-
ing enzymes.

But it was the period beginning in 1956 and extend-
ing to the 1980s that chromatographic methods based
on cellulose ion exchangers for separation by charge
(61), size (62, 63), surface hydrophobicity (64), affinity
chromatography (65), and chromatofocusing chroma-
tography (66) really made it possible to purify proteins
routinely. Along with the advances in chromatography
were advances in determining the purity of proteins,
including molecular weight and subunit structure by
polyacrylamide gel electrophoresis (67) and SDS-poly-
acrylamide gel electrophoresis (68). Further advances
in procedures permit microgram amounts of enzymes
to be purified and sequenced by the Edman degrada-
tion method within 24-72 h.

Fred Sanger and colleagues (5) worked out metho-
dology for determining the amino acid sequence of
insulin in 1955 (5737 daltons; 53 amino acid hormone).
By 1958, ribonuclease (13,683 daltons; 121 amino
acids) was sequenced by Moore and Stein (69) and
Hirs et al. (70, 71). As noted above, small proteins
up to ~ 50,000 daltons can be automatically sequenced
within 24 to 48 h by the Edman degradation method.

The three-dimensional structure of an enzyme, ribo-
nuclease, was determined by Kartha et al. in 1967 by
use of x-ray crystallography (72). Major advances in x-
ray crystallography have been made so that it used
routinely to determine the tertiary and quaternary
structures of proteins, even though the biological func-
tion of the protein is not known. In 2000, the complete
tertiary structure of yeast S-polymerase II was deter-
mined (25); it consists of 10 different subunits.

In 1969, the first and only complete chemical
laboratory synthesis of an enzyme, ribonuclease, was
done (73, 74).

In the 1980s and 1990s three-dimensional structural
analyses of enzymes in solution were elevated to high
levels by NMR spectroscopy. This is the only techni-
que that can determine the three-dimensional structure
of proteins in solution. Fortunately, the three-dimen-
sional structures of enzymes determined by x-ray crys-
tallography and NMR spectroscopy are essentially
identical.
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The latest tools to be used in enzymology involve
identification of presumed primary amino acid struc-
ture of enzymes by sequencing the genes that encode
enzymes, by the replication of enzymes by the polymer-
ase chain reaction, and the mutagenesis of enzymes by
replacement of one or more nucleotide bases or by
combinational methods. As noted earlier, significant
posttranslational modification of the enzyme can
occur after translation of the amino acid sequence.
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I. INTRODUCTION

The scientific development in biocatalysis goes back
to the beginning of the 19th century. The first enzy-
matic actions, notably starch hydrolysis by Diastase,
was acknowledged as a catalytic effect by Berzelius in
1835 and utilized industrially following the findings
and developments of Payen and Persoz on diastase
and its application in the brewing industries about
10 years later. Continuous scientific investigations,
with emphasis on alcoholic fermentation, can be
traced to the 1850s with investigations of Berthelot
and Béchamp, the school of Pasteur, and the contro-
versy with the chemical school of Liebig and his influ-
ence.

The first company based on applied biocatalysis
also dates back to the 19th century, when in 1874,
Christian Hansen started a company in Copenhagen
named Christian Hansen’s Laboratory which exists
to this day, producing an enzyme preparation, rennet
(chymosin), for cheese making.

After this early period, research in the subsequent
decades brought about significant progress with the
important findings of E. Fischer in 1894 on enzyme
specificity, and E. Buchner in 1897 on the pure chemical
nature of alcohol formation, and the key steps by
Sumner and Northrup in crystallizing enzymes in 1926
and 1930, respectively. These represented turning points
in identifying the nature of the catalytic agent. A con-
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tinuous technical development can be traced to the
beginning of the 20th century, where R6hm and the
foundation of the R6hm and Haas company in 1907
may be seen as a major technical and economic break-
through.

II. THE EARLY PERIOD TO 1880

Applied biocatalysis has its roots in ancient China
and Japan in the manufacture of food and alcoholic
drinks. Without knowing, mankind utilized microbial
amylases and proteases, in particular for the produc-
tion of soy-derived foods. In Europe also, applied
biocatalysis has a long history. Cheese making has
always involved the use of enzymes. As far back as
about 400 B.C., Homer’s Iliad mentions the use of
kid stomach for making cheese. It was discovered
that milk, which was stored in a bag made of a sto-
mach of a recently slaughtered calf, lamb, or kid was
converted into a semisolid substance. Upon pressing
of this substance a drier material was obtained
(namely cheese) which showed preferred properties
over milk, could be easily transported, and gained a
flavor after some time. These ancient applications
may best be described as an art and not as a technol-
ogy, a scientifically based technique. The context of
biotechnology has been described in a profound ana-
lysis by Bud (1).



A. Findings and Empirical Results

Stahl explored in his book Zymotechnika Fundamentalis
(1697) the nature of fermentation as an important
industrial process, where zymotechnique should be the
scientific basis (2). About a hundred years later the
liquefaction of meat by gastric juice, as an enzymatic
activity, yet not recognized as such, was noted by
Spallanzani in 1783 (3). The enzymatic hydrolysis of
tannin was described by Scheele in 1786 (4: p. 30). In
1814 Kirchhoff observed that a glutinous component of
wheat was capable of converting starch to sugar and
dextrin, and Vogel showed in 1817 that an infusion of
oats would produce a fermentable sugar from milk
(5:p. 95).

Some vital factor, le principe vital, was considered
an important principle in the chemical processes asso-
ciated with the synthesis of materials isolated from
living matter.

All simple bodies in nature are subject to the
action of two powers, of which one, that of
attraction, tends to unite the molecules of bodies
one with another, while the other, produced by
caloric, forces them apart.... A certain number
of these simple bodies in nature are subject to a
third force, to that caused by the vital factor,
which changes, modifies and surpasses the two
others, and whose limits are not yet understood

(6).

In one of the books on technology in the period
preceding Berzelius and Payen, Poppe (7) discussed
mysterious ideas concerning fermentation:

Fermentation is seen as a—at a time and under
circumstances spontaneous—occurring mighty
movement in a liquid of different compounds. . .,
which is due to the fact that several compounds
act in harmony with each other, others in oppo-
sition to each other, so that the first attract, the
latter reject each other.... The sugar and
a...gum extract material act by antagonist forces
on each other so heavily, that they decompose
and thus cause the formation of alcohol
(Weingeist) (7: p. 229).

Gay-Lussac had postulated a generatio spontanea,
the hypothesis that a continuing, rather mysterious
chain should be the cause of spontaneous generation
(of organisms) (summary in Ref. 8). Pasteur showed
that this assumption was without any empirical basis.

Remarkably, a most significant change in the theo-
retical background, a change in paradigm, took place
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in textbooks on chemical technology within a few
years. Poppe’s Technology (7) was prescientific insofar
as it did not show any chemical formula, working on a
strictly descriptive level. In contrast, Knappe’s
Chemical Technology (9) gave chemical formulae,
thus for sugar (not yet fully correct) based on the
atomic composition of the molecules. Most clearly
Payen’s textbook (10, Vol. 1: p. 1) reflected the theo-
retical background of chemistry based on atomic and
molecular composition and constitution, differentiat-
ing theoretical, applied, and technical chemistry.

The book by Knapp (9: pp. 300-303), about a dec-
ade after Poppe’s (7) view of fermentation, develops a
rather distinct picture of the action of ferments (mainly
referring to diastase and the work by Payen and
Persoz), and these views are expressed more precisely
by Payen (10: pp. 399—403). Fermentation is seen as a
contact (catalytic) process of a degradation (Spaltungs-
) or addition process (with water). It can be performed
by two substances or bodies: a nitrogen-containing
organic (nonorganized) substance, such as protein
material undergoing degradation; or an organized
body, a lower-class plant or an ‘“‘infusorium,” such as
with alcoholic fermentation. Probably the type of
effect is the same insofar as the ferment of the second
class produces a body of the first class, possibly a big
number of singular ferments. In 1878 Kiihne named
the latter class of substances “‘enzymes”.

A breakthrough occurred with the observations of
Dubrunfaut and subsequently Payen and Persoz.
Dubrunfaut discovered the transformation of starch
into sugar and some kind of gum by means of water
and germinated barley, as well as the application of
this finding for technical and economic purposes (11).
Payen and Persoz in 1833 (12) prepared the acting
principle in isolated form, which they named diastase,
with the following characteristics: it is a white, amor-
phous solid insoluble in alcohol and soluble in water.
For the production of diastase they macerated germi-
nating barley in cold water, then pressed and filtered it.
The filtrate was heated to 70°C, filtered again, then
precipitated with alcohol. The precipitate was collected
on a filter and subsequently, by repeated redissolving
and precipitating with alcohol, separated from the
accompanying residual nitrogenous substances (12).
The dextrin production was performed in a reaction
vessel as shown in Figure 1 (10). The vessel inserted
in a water bath could be heated to 75°C, the optimal
temperature for the formation of dextrin by diastase.
The reaction progress was controlled by the iodine test
and stopped by heating to 100°C. The product solution
was subsequently filtered, collected in a reservoir, and



Figure 1 Process for dextrin production with reaction vessel (a), filter (b), reservoir (c), concentration unit (d). (From Ref. 10.)

concentrated by heating with steam. The product
rapidly found industrial application.

Payen and Persoz (12) identified numerous topics
for further research, such as the existence of diastase
in plants, its molecular weight and elementary compo-
sition, and the reaction products from different sub-
strates. Diastase was the dominating object of research
on enzymes throughout the century with ~ 10-20% of
publications dealing with this topic owing to its eco-
nomic importance. Nevertheless the overall research
activities remained very weak in this field, as compared
to chemistry (see below).

A few further activities were discovered in subse-
quent years. Pectase was found in plants, both in solu-
ble and nonsoluble form. It was able to break down
pectose into pectinic acid, and was attributed to have
some similarity to diastase. Neither material could be
crystallized (10: p. 30). Claude Bernard was the first to
show lipolytic activity in pancreas in 1856 (4: p. 25).
Dobell (13) found that an extract from pancreas
hydrolyzed both fat and starch; he gave a procedure
for extraction and stabilization and named this pre-
paration pancréatine.
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Further enzymatic conversions (ferment actions)
observed in that early period summarized in
Frankland’s list of soluble ferments (14) and by
Sumner and Somers (3) are summarized in Table 1.

Alcoholic fermentation was a dominating topic of
the time in the field called physiological chemistry
which attracted a good deal of interest and activity
of leading scientists (5). Trying to identify the active
principle, Bethelot (15) showed, according to his own
interpretation, that a peculiar nitrogen-containing sub-
stance, formed by yeast and precipitable by alcohol (he
used casein) and comparable to diastase, could trans-
form sugar into alcohol. He stated that this substance
was different from yeast and that there was no produc-
tion of yeast cells (8, 15). Thus, he claimed to have
observed the transformation of sugar into alcohol
without the participation of any activity of living
organisms. He was convinced that the formation of
alcohol from sugar was a genuine chemical process.
However, his experiments were not performed under
sterile conditions, and obviously unknown in part,
anaerobic bacteria (in tests where oxygen was
excluded) must have produced scarce amounts of alco-



Table 1 Ferments (Enzyme Activities) Known Up to 1880

Catalyzed reaction

Author

meat liquefaction
substrate: guaiacum
starch hydrolysis
amygdalin hydrolysis

starch hydrolysis
starch hydrolysis

protein hydrolysis
protein hydrolysis
sucrose hydrolysis
pectin hydrolysis
lipolytic activity

fat and starch hydrolysis
fat hydrolysis

Spallanzani, 1783

Planche, 1810*

Kirchhoff, 1814*

Robiquet and Boutron, 1830%;
Chalard, Liebig and Wohler, 1837°
Leuchs, 1831%

Payen and Persoz (1833) (12)
Faure, 1835%

Schwann, 1836°

Corvisart, 1856"

Berthelot, 1860*

Payen (1874) (10)

Bernard, 1856°

Dobell (1869) (13)

Frankland (1885) (14)

Ferment
Enzyme source
Protease gastric juice
Cyanogen plant roots
Glutin compound wheat
Emulsin bitter
almonds
Diastatic activity ptyalin
Amylase malt
Sinigrinase
Pepsin
Trypsin
Saccharase yeast
Pectase plants
Pancreas
Pancreas extract
Pancreatic ferment pancreas
“In (3).
® In (4).

hol, carbon dioxide, but also hydrogen and acetic and
butyric acid (16). It was 40 years later when Buchner
succeeded in demonstrating cell-free alcohol formation
unequivocally (see below).

Pasteur presented a series of experimental results
showing unequivocally that alcoholic fermentation
proceeded only in the presence of living organisms.
And he showed that in all cases where fermentation
could be observed under precisely controlled condi-
tions, it was microorganisms (of different kinds, also
present in the air) that must be present to initiate fer-
mentation. So he presented strong evidence against the
assumption of a generatio spontanea postulated by
Gay-Lussac. He definitely changed, about two decades
later, the disciplinary context of fermentation away
from chemistry, redefining the subject to a new auton-
omous discipline—microbiology (1).

The overall research activity on soluble ferments,
meaning enzymatic reactions, was scarce in this period.
Thus, in the German Annalen der Pharmacie in the
period from 1833 to 1850, four articles were published
on ferments and fermentation, three of them on dia-
stase. The key paper was essentially a translation from
Payen and Persoz (12, 17). In the German Journal fiir
Praktische Chemie in the period from 1850 to 1860 no
paper dealt with soluble ferments (enzymatic activities;
eight papers were published on fermentation
[Gdhrung], meaning microbial activity). In the
Bulletin de la Société Chimique de Paris, one of the
most important of the time for fermentation research,
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there was about one article per year in the 1860s deal-
ing with soluble ferments, meaning enzyme activity,
and three or four dealing with fermentation. It was
only in the 1880s that research and publication activ-
ities increased significantly.

B. Technology

Work on technological issues was more important and
even dominating over that on basic aspects from the
beginning of the 19th century, especially for brewing,
wine, bread, and acetic acid production. These topics
made up important parts of the chemical technology of
the time (7, 9, 10, 18). Knapp (9) considered scientific
and practical industrial interests as equally important.

Diastase application was a major issue from the
1830s onward. “The diastase presents the best means
for production of dextrin and dextrin syrup. These
products not only become cheaper, but also more
pure and tasty.” This latter argument was used in
favor of the application in food and beverage produc-
tion. Thus, it was recommended for the manufacture of
bread, pastries, chocolate, and soups; furthermore, it
was recommended for cider and fruit wine, but espe-
cially beer production, where a specific advantage was
that the formation of haze at low temperature could be
prevented (12, 17). Also, a sugar could be isolated after
extended action of diastase on starch. A mass balance
gave, in two experiments where the sugar was subse-
quently fermented by yeast and the amount of carbon



dioxide measured, sugar equivalents of 86.91 and 77.64
parts, with respect to 100 parts of starch. By means of
crystallization the authors obtained a “completely pure
sugar (which) is white, without smell....” It was less
sweet than cane sugar. As a chemical formula they
presented C,H»504 (12).

The manufacture of dextrin was established:
“Fouchard’s dextrin syrup is produced by the factory
of Mr. Fouchard at Neuilly as a commercial product”
(12). It remained so for decades, and was mentioned in
most of the major books and series on technology and
chemical technology (9:144-150, 10:125-131, 19, 20a).
The treatment of starch by acids or diastase yielded a
gummy syrup. Notably, French products seemed to
have been produced enzymatically, as was obvious by
their smell of malt (recognized by Knapp [9]). Payen
(10) gave a short calculation showing that the applica-
tion of malt is more economical than the use of sulfuric
acid.

A further application of enzymes was the use of lab
products to produce cheese (9:39, 40). Berzelius was
cited with details stating that one part of lab ferment
preparation coagulated 1800 parts of milk, and that
only 0.06 parts of the lab ferment is lost.

The first company based on applied biocatalysis
dates to the 19th century. In 1874, Christian Hansen
started a company in Copenhagen. His company,
named Christian Hansen’s Laboratory to this day,
was the first in the industrial market with a standar-
dized enzyme preparation, rennet, for cheese making.
Rennet, a mixture of chymosin (earlier called rennin)
and pepsin, was and still is obtained by salt extraction
of the fourth stomach of suckling calves.

III. THE PERIOD FROM 1890 TO 1940

A. Growing Interest

A pronounced increase in published papers on soluble
ferments indicated the growing interest, and several
key findings initiated the enzymology of the 20th cen-
tury. Thus, the numbers of articles on soluble ferments
summarized in the abstract service Chemisches
Zentralblatt rose from ~ 15 per year in the mid-
1880s to 35 in 1895 and to 94 in 1910.

From about 1894, Emil Fischer investigated in a
series of experiments the action of different enzymes
using several glycosides and oligosaccharides of known
structure; the results revealed specificity as one the key
characteristics of enzymes. Fischer derived therefrom
his theory on specificity with the famous picture of a
lock and key (21:836-844). A second aspect referred to
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the protein nature of enzymes. In 1894 Fischer
(21:829-835) stated that among the compounds that
serve the living cell the proteins are the most impor-
tant. He was convinced that enzymes were proteins.
However, Willstitter, in 1927, denied that enzymes
were proteins (22).

A few years after Fischer’s investigations, Eduard
Buchner published a series of papers (23, 24) which
signaled a breakthrough in fermentation and enzymol-
ogy. The experiments began in 1893 (24c). In his first
paper on alcoholic fermentation without yeast cells
(23) he stated, in a remarkably short and precise man-
ner, that ““a separation of the (alcoholic) fermentation
from the living yeast cells was not successful up to
now’’; in the following year (24) he described a process
that solved that task. He gave the experimental details
for the preparation of a cell-free press juice from yeast
cells with disruption, filtration under high pressure,
and further filtration. He then described the formation
of carbon dioxide from carbohydrates (sucrose, glu-
cose, fructose, and maltose). No fermentation was
observed with lactose or mannitol. No microscopic
organisms were present. Chloroform, an antiseptic
inhibiting microbial growth, did not inhibit the “fer-
mentation” (the enzymatic reaction). At elevated tem-
perature protein was precipitated and the activity
decreased and was finally destroyed. From these
results, Buchner derived essential new insights into
the nature of alcoholic fermentation. So the concept
of enzyme action as a general principle in biochemical
reactions was initiated by Berthelot (16) in the 1850s as
to priority. The experimental verification, however,
was Buchner’s work, and he earned the credit for it.

Many more details make up the demarcation of a
breakthrough against an established paradigm which
taught that processes in living organisms, where alco-
holic fermentation was the most important example,
were not of pure chemical nature but required a vis
vitalis. The chemical paradigm, which reduced all reac-
tions in physiological (or bio-) chemistry to chemistry
without further hidden forces, began to play the domi-
nant role.

Further findings relevant for establishment of the
chemical nature of enzymatic catalysis and technical
application followed within a rather short time.
Croft-Hill performed the first enzymatic synthesis,
that of isomaltose, in 1898, by allowing a yeast extract
(a-glycosidase) to act on 40% glucose solutions (3). In
1900, Kastle and Loevenhart found that the hydrolysis
of fat and other esters by lipases was a reversible reac-
tion and that enzymatic synthesis could occur in a
dilute mixture of alcohol and acid (25). This principle



was utilized for the synthesis of numerous glycosides
by Fischer and coworkers in 1902 and by Bourquelot
and coworkers in 1913 (26).

After a long period of ~ 100 years, with mysterious
hypotheses and several technical applications, where
one (diastase) was even economically important,
research on enzymes obtained a chemically scientific
status. The activity in research increased significantly
owing to the new direction, and technical development
also got a new scientific basis on which to proceed in a
rational way. The definitive establishment of the che-
mical paradigm was the crystallization of urease by
Sumner in 1926, and further enzymes (trypsin etc.)
by Northrup and Kunitz in 1930/31. In every known
case the pure enzyme turned out to be a protein (25).
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B. Technical Development

With the exception of Christian Hansen’s rennet, the
industrial development of enzymes was very slow initi-
ally. Takamine began isolating bacterial amylases in
the 1890s in what later became known as Miles
Laboratories (today a part of Genencor). In 1894 he
obtained a patent for the production of a diastatic
enzyme preparation from molds, which he called
Takadiastase. The production was performed in a sur-
face culture with wheat bran as a substrate and inocu-
lation by spores of Aspergillus oryzae (Fig. 2) (4:401).
Additional early applications and patents on enzyme
application in the food industry have been collected by
Neidleman (27) (Table 2).
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Figure 2 Surface culture with Aspergillus in a cabinet incubator. (From Ref. 4.)
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Table 2 Selected Early Enzyme Patents

Inventor Year  Enzyme Title

J. Takamine 1894  Amylases Process for making diastatic enzyme

J. Takamine 1906  Amylases Diastatic substance and production procedure

O. Réhm 1908 Trypsin, steapsin Preparation of hides for the manufacture of leather

J. Takamine 1911 Amylases Enzyme

J. Takamine 1911 Amylases Amylolytic enzyme

L. Wallerstein 1911 Malt protease Beer and production procedure

L. Wallerstein 1911 Proteases Preparation of use in brewing

L. Wallerstein 1911 Pepsin Method of treating beer or ale

L. Wallerstein 1911 Papain Method of treating beer or ale

L. Wallerstein 1911 Bromelain Method of treating beer or ale

L. Wallsterstein 1911 Yeast Method of treating beer or ale

O. R6hm 1915 Pancreatin Process for cleaning laundry of all types

S. Frankel 1915  Amylase Manufacture of diastase

I. Pollak 1915  Amylase Diastase preparations and production procedure

I. Pollak 1915 Amylases Malt extract and production procedure

A. Boidin/J. Effront 1917  Amylases Process for treating amylaceous substances

A. Boidin/J. Effront 1917  Amylases Process of manufacturing diastases and toxins by oxidizing
ferments

V.G. Bloede 1918  Amylase Process of manufacturing vegetable glue

H.S. Paine/J. Hamilton 1922  Invertase Process for preparing fondant or chocolate soft cream centers

J. Takamine 1923 Amylases, protease, lipase Enzymatic substance and production procedure

A. Boidin/J. Effront 1924 Amylase, protease, lipase Treatment of textile fabrics or fibers

Wallerstein Co. 1931 Amylases, protease, lipase Improvements in process of depilating hides

M. Wallerstein 1932 Amylases or papain Method of making chocolate syrups

R. Douglas 1932 Amylases Process of preparing pectin

L. Wallerstein 1933 Invertase Invertase preparation and production procedure

L. Wallerstein 1937 Proteases Process of chill-proofing and stabilizing beers and ales

L. Wallerstein 1937  Proteases Rubber

L. Wallerstein 1938 Proteases Deproteinization of rubber latex

Source: Ref. 27.

At the beginning of the 20th century the production
of plant lipase was performed by mechanical disrup-
tion of the seed of ricinus by procedures of Nicloux
and Hoyer. These seeds had to be stored for several
days with some acid added, which then developed a
much higher activity owing to the activation of lipase.
These were then utilized for the production of fatty
acids from oils and fats. A production vessel is
shown in Figure 3. The vessel A can be heated by
steam and mixed by compressed air from the compres-
sor L and the storage vessel W. The procedure was as
follows: oil or fat was mixed with 35% water, the tem-
perature held at 20-25°C, the ferment (enzyme 4-8%)
added to the liquid mass, along with manganese sulfate
for activation of the enzyme. Mixing was performed
for 15 min, then intermittantly. Eighty percent conver-
sion was obtained after 24 h, 90% after 2 days. The
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Figure 3 Reactor for fatty acid production. Details of reac-
tion vessel A; water reservoir B; tube for steam ¢, entrance of
steam a, exit of steam b, compressor L, storage vessel for
steam W, tube for air d, valves at positions e and f, M storage
vessel for medium layer, G storage vessels for glycerol. (From
Ref. 20b.)



enzyme was inactivated by heating to 80-85°C.
Glycerol was taken from the lower valve e, fatty acid
from that in the higher position f. Details for manu-
facture of 10 tons/week were given. It was pointed out
that the reaction is reversible and that an enzymatic
synthesis of fat from glycerol and fatty acid was
described by Welter in 1911 (20b).

In 1895, Boidin discovered a new process for the
manufacture of alcohol called the amyloprocess. It
comprised cooking of the cereals, inoculation with a
mold which formed saccharifying enzymes, and sub-
sequent fermentation with yeast. Together with
Effront, working on enzymes for alcohol production
since 1900, Boidin founded the Société Rapidase
(today a part of DSM-Gist-brocades) in 1920 (28:6).
For chill-proofing of beer, proteolytic enzymes (pro-
duced by Wallerstein, later Bayter Travenol) have
been used successfully since 1911 in the United
States (4:337). So urgent was the demand throughout
the brewing industry in the United States for a prac-
tical solution to this problem of sedimentation that in
1909 and again in 1910 the then U.S. Brewmaster’s
Association offered two cash awards (27). Lintner, as
early as 1890, observed that wheat diastase was
important in dough making. This effect was exten-
sively studied, the addition of malt extract came
into practice, and American bakers in 1922 used 30
million pounds of malt extract valued at $2.5 million
(4:422). The production of pectinases began around
1930 for use in the fruit industry (Schweizerische
Ferment, now part of Novozymes).

The use of enzymes for the manufacture of leather
played a major role for the industrial-scale production
of enzymes. Wood was the first in 1898, to show that
the bating action of the unpleasant dungs used at that
time was caused by the enzymes (pepsin, trypsin,
lipase) they contained. In the context of Wood’s inves-
tigations the first commercial bate, called Erodin, was
prepared from cultures of Bacillus erodiens, based on a
German patent granted to Popp and Becker in 1896.
The bacterial cultures were adsorbed on wood meal
and mixed with ammonium chloride (4: 491). In
1907, R6hm patented the application of a mixture of
pancreatic extract and ammonium salts as a bating
agent (4:488). With this perspective he founded his
company in 1907, which successfully entered the mar-
ket. In 1913 the company had 22 chemists, 30 other
employees, and 48 workers (29:101). A systematic
approach toward the interrelation of scientific develop-
ment and engineering aspects, which played a major
role in this development, has been published by
Buchholz (30).
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IV. DEVELOPMENTS SINCE 1940

Even the development of citric acid by fermentation,
(Pfizer) and penicillin (Beecham, Glaxo, Merck, Pfizer,
Squibb, Bristol-Myers) in the 1940s did not really
trigger a scale-up of industrial applications of
enzymes. We must go forward to around 1955 before
the development of enzyme production was gaining
speed by growing sales of bacterial amylase and pro-
tease. It began in a very modest fashion. As an illus-
tration, the turnover of the enzyme division of Novo
Industri (now Novozymes), the leading enzyme man-
ufacturer, did not exceed $1 million (U.S.) annually
until 1965. However, with the appearance of the
detergent proteases, the use of enzymes increased.
Everybody wanted Biotex, the protease-containing
detergent. At the same time, an acid/enzyme process
to produce dextrose using glucoamylase was used
increasingly in starch processing. By 1969, within
only 4 years, Novo’s enzyme turnover exceeded $50
million (U.S.) annually; in 1997 Novozyme’s enzyme
division had a turnover of ~ $650 million (U.S.). The
present global market is estimated to be around $1.6
billion (U.S.) (31).

One question, which is as old as industrial enzyme,
is: Can enzymes be reused? Some of the first attempts
to reuse enzymes were described by Nelson at the
beginning of the 20th century. But the enzymes
adsorbed to charcoal were very unstable. In the
1950s, Manecke was the first really to succeed in mak-
ing relatively stable systems; however, he could not
convince industry of the importance of further devel-
opment of his systems (30). It became the group of
chemists working with Katchalski-Katzir in Israel
who really opened the eyes of industry to the world
of immobilized enzymes. Among Katchalski-Katzir’s
coworkers were Klaus Mosbach, Daniel Thomas,
and Malcolm Lilly. The first immobilized enzyme pro-
ducts to be scaled up to pilot plant and industrial
application (in 1969) were immobilized amino acid
acylases (i.e., I. Chibata and colleagues at Tanabe
Seiyaku Co. in Japan [32]) and penicillin G acylase
(M. D. Lilly/University College, London, Beecham
Pharmaceuticals, England, and G. Schmidt-Kastner,
Bayer, Germany) (33, 34:7).

The largest immobilized enzyme product still today
in volume is immobilized glucose isomerase. The first
commercial enzymatic production of high-fructose
corn syrups (HFCS) was in Japan in 1969 (Takasaki
and coworkers), utilizing heat treated Streptomyces
cells containing glucose isomerase in a batch reactor.
In the United States, Clinton Division of Standard



Brands (now ADM) was the first company using
“Takasaki immobilized glucose isomerase’” to make
industrial quantities of HFCS around 1971 (33). The
skyrocking sucrose prices, during 1973-75, where the
price of sucrose increased from 5-7¢/Ib to ~ 30¢/Ib
speeded the interest for HFCS. Thereby, immobilized
glucose isomerase increased dramatically in price.
Companies like Novozymes, and later Gist-brocades
developed more stable enzyme products, which were
easier and cheaper to use. Resources were spent on
optimizing fermentation for glucose isomerase produc-
tion, immobilization processes, and the application
processes for the immobilized glucose isomerases. As
a result, productivities of the commercial immobilized
glucose isomerase products increased from ~ 500 kg
HFCS/kg immobilized enzyme product (1975) to
~ 15,000-20,000 kg/kg (1997).

Other immobilized enzyme product successes
(where annual production of immobilized enzymes
has surpassed 1 ton/year) comprise: aminoacylase
(Amano), hydantoinase (Smith Beecham), lactase
(Valio), lipase (Novozymes), penicillin G acylase
(Gist-brocades, Smith Beecham, R6hm), and penicillin
V acylase (Novozymes/Gist-brocades) (33).

Numerous efforts and papers, as well as standar-
dized procedures for the characterization of immobi-
lized biocatalysts, have been published in recent
decades. The scientific and technical progress may be
questioned in the majority of the papers (35). A remark-
able issue, however, might be the application of bioca-
talysts for synthesis of a broad range of products, most
importantly in the sectors of food, food ingredients,
and pharmaceuticals, and recently in glycobiology for
making oligosaccharides and glycosides, and in organic
chemistry, including nonaqueous systems and the
hydrolysis and modification of fats and products
derived therefrom, for surfactants (34:141-190).

Recombinant techniques have been established dur-
ing the last two decades for much improved yields of
enzymes by fermentation, modification of stability,
and even selectivity and specificity (36). These techni-
ques have pushed the application, and tend to consid-
erably extend the scope of potential applications, of
enzymes in diverse fields including food technology.
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What Enzymes Do and Why They Are Highly Specific and

Efficient Catalysts

John R. Whitaker

University of California, Davis, Davis, California, U.S.A.

I. INTRODUCTION

Enzymes are the key to all life. Therefore, it is not
surprising that all organisms contain hundreds of dif-
ferent enzymes. It is common to find isoenzymes,
which are multiple protein forms of an enzyme within
the same organ, with qualitatively the same enzymatic
activity. Therefore, each isoenzyme is encoded by a
different gene. With so many different organisms in
the world, all with hundreds of different enzymes,
how is it possible to systematize enzymes and enzyme
nomenclature? This was a problem that the biochem-
ical and chemical community faced in 1955.

As indicated in Chapter 1, the first enzyme recog-
nized, based only on its activity, was catalase, in 1812.
It converts hydrogen peroxide to water and oxygen;
the oxygen bubbles out of the solution. As described
in Chapter 1, several other enzymes were discovered
over the years. By 1955, more than 600 enzymes were
known and partially characterized. The naming of
enzymes was largely left to the discoverer. Some
enzymes, such as catalase, diastase (now amylase),
polyphenol oxidase, peroxidase, etc., used ‘““-ase” to
indicate that the compound was an enzyme.
However, naming of other enzymes, such as trypsin,
chymotrypsin, ficin, and papain, did not use ‘“‘-ase”.
Warburg and Christian in 1935 discovered an enzyme
that, when partially purified, was yellow because of the
cofactor riboflavin. They named it the ‘yellow
enzyme.” Soon after, Warburg discovered a different
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yellow enzyme so he named it the “new yellow
enzyme.” When a crude preparation of enzymes that
synthesized proteins was first discovered it was named
“the pH 5 extract’” because maximum enzyme activity
occurred at that pH.

An International Commission on Enzymes was
established in 1955 by the International Union of
Biochemistry with the charge ““to consider the classifi-
cation and nomenclature of enzymes and coenzymes,
their units of activity and standard methods of assays,
together with the symbols used in the description of
enzyme kinetics.” The Commission on Enzymes con-
tained one or more members from each of the coun-
tries that were publishing significant research on
enzymes. The first Report of the Commission on
Enzymes in 1961 contained 712 enzymes. Subsequent
updates have been issued. The most recent report in
1992 contained 3196 enzymes (1). In order for the
enzyme to appear in the list, the researcher must isolate
the enzyme and characterize it with respect to sub-
strate(s) specificity, product(s) formed, nature of the
overall reaction, and protein properties, and clearly
demonstrate that it is unique.

II. THE THREE-TIER CLASSIFICATION
OF ENZYMES

The 1955 Commission on Enzymes recommended that
each enzyme have three designations. These are: a



systematic name, a trivial name, and an Enzyme
Commission (EC) number.

The systematic name consists of the name(s) of the
substrate(s). In the case of two or more substrates (or
reactants), the names of the substrates are separated by
a colon. The second part of the systematic name, end-
ing in -ase, is based on one of the six types of chemical
reactions catalyzed (see below). When the overall reac-
tion involves two different chemical reactions, such as
oxidative demethylation, the second type of reaction is
listed in parenthesis following the name of the first type
of reaction—for example, ‘‘sarcosine:oxygen oxido-
reductase (demethylating).”

The trivial name is one that is generally recognized
and is in common usage such as trypsin, chymotrypsin,
a-amylase, cellulase, peroxidase, or catalase.

The number system derives directly from the clas-
sification scheme. Each enzyme number contains four
digits, separated by periods, and preceded by EC. The
numbers are permanent. Newly discovered enzymes
are placed at the end of a list under appropriate head-
ings. When the classification of an enzyme is changed,
the original number remains in the listing, but the
user is directed to the new listing, including the new
number of the enzyme. For example, the listing of the
proteases has been changed recently. A new arrange-
ment of the carbohydrases will be published soon.

A. Rules for Naming of Enzymes

1. Classification into Six Groups Based on
Type of Chemical Reaction Catalyzed

As noted above, the Enzyme Commission classified the
enzymes into groups based on the type of chemical
reaction catalyzed. Together with the name(s) of the
substrate(s), this provides the basis for systematically
naming individual enzymes.

There are six chemical types of reactions catalyzed
by enzymes. These are (with the general group name of
the enzymes in parentheses): (a) oxidoreduction
(oxidoreductase), (b) group transfer (transferase), (c)
hydrolysis (hydrolase), (d) formation of double bonds
without hydrolysis (lyase), (¢) isomerization (isomer-
ase), (f) ligation (ligases).

The first digit in the EC number system is based on
the type of chemical reaction catalyzed, with (a)—(f)
above being listed as EC 1-6.

2. The Overall Reaction as Basis of Nomenclature

The overall reaction catalyzed, based on the formal
chemical equation [for example, Eq. (1)] is the basis

Copyright 2003 by Marcel Dekker, Inc. All Rights Reserved.

for the nomenclature. The mechanism of the reaction
is not indicated. Therefore, an enzyme cannot be
named systematically until the substrate(s), product(s),
and the chemical nature of the reaction catalyzed are
known.

The overall reaction catalyzed by a specific enzyme
is shown in Eq. (1):

CH,CH,OH + NAD*' = CH,CHO + NADH + H*

Ethanol Acetaldehyde

(M

According to the Enzyme Commission, the systematic
name of the enzyme is ethanol:NAD™ oxidoreductase
(more commonly called acohol:NAD " oxidoreduc-
tase. The substrate (ethanol) that donates the hydro-
gens (becomes oxidized) is listed first, followed by the
substrate  (NAD™) that accepts the hydrogens
(becomes reduced). According to the number system,
alcohol:NAD™ oxidoreductase is EC 1.1.1.1). The first
digit designates it as an oxidoreductase. The second
digit indicates that the donor of the hydrogens is an
alcohol (R,CH—-OH). The third digit indicates that
NAD" (or NADP") is the specific acceptor of the
hydrogen(s), and the fourth digit indicates that the
alcohol is ethanol. The trivial name of alcohol:
NAD™ oxidoreductase is alcohol dehydrogenase. In a
publication the systematic name would be given at the
first mention of the enzyme, along with the trivial
name and EC number; i.e., alcohol:NAD™ oxidoreduc-
tase (alcohol dehydrogenase; EC 1.1.1.1). Thereafter in
the publication, the trivial name, alcohol dehydrogen-
ase, would be used. Table 1 contains the general listing
of enzymes through the second digit as recommended
by the Enzyme Commission.

B. Six Groups of Enzymes

The six groups of enzymes, based on the chemical reac-
tion catalyzed, are described in more detail in this sec-
tion.

1. Oxidoreductases

Oxidoreductases are enzymes that oxidize or reduce
substrates by transfer of hydrogen or electrons or by
addition of oxygen. The systematic name is formed as
“donor:acceptor oxidoreductase.” One example for
alcohol dehydrogenase (EC 1.1.1.1) is shown in Eq. (1)
above, in which the donor substrate is ethanol which
contributes two hydrogens to NAD™, the acceptor sub-
strate (and cofactor) with the formation of acetal-



dehyde and NADH,; NADH, then loses a proton (HT)
based on the pH of the reaction. Another example is the
catalase reaction in which one H,O, molecule serves as
the donor substrate and the second H,O, molecule
serves as the acceptor substrate to form O, and H,O
[Eq. (2)]. The systematic name is “hydrogen peroxide:-
hydrogen peroxide oxidoreductase” (EC 1.11.1.6).

H,0, + H,0, = 0, + 2H,0 )

Whitaker (2) has suggested dividing the oxidoreduc-
tases into eight subgroups based on mechanistic con-
siderations. But the International Commission on
Enzymes considers only the overall reaction in naming
enzymes.

2. Transferases

Transferases are enzymes that remove groups (not
including H, which belongs in group 1, the oxidoreduc-
tases) from substrate(s) and transfers the group to
acceptor substrates (not including water). The systema-
tic name is formed as ‘“‘donor:acceptor group-trans-
ferred-transferase.” The types of groups transferred
are given by the second digit in EC 2. of Table 1. A
specific example of a transferase is shown in Eq. (3).

CH,OH CH,OPO;H
(e} (e}
ATP + =ADP +
HO OH OH HO OH OH
OH OH
D—glucose D—glucose—6—phosphate

(©)

The systematic name of the enzyme that catalyzes the
reaction in Eq. (3) is “ATP:D-glucose 6-phosphotrans-
ferase” (EC 2.7.1.2). The trivial name is glucokinase.
The position to which the group (phosphate) is trans-
ferred to the glucose is given in the systematic name
when more than one possibility exists, such as D-glu-
cose-1-phosphate.

3. Hydrolases

Hydrolases are enzymes in which water (H,O) is the
second substrate. Water participates in the breakage of
covalent bonds; for example, peptide bonds in pro-
teins, glycosidic bonds in carbohydrates, ester bonds
in lipids, and phosphodiester bonds (and others) in
nucleic acids. The systematic name is formed as “‘sub-
strate hydrolase.” The elements (H and OH) appear in
the products of the reaction as shown in Eq. (4)
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CH3C(O)I\‘1H CH;COOH + CH;C(NH,,H)C(O)OCH,CH,
1
CH;CHC(O)OCH,CH; + H,0
2
CH,CH,0H + CH;C(O)NH

CH;CHC(0)OH
“4)

When the enzyme specificity is limited to a single group
(of two or more susceptible groups), the name of the
group is given as a prefix of hydrolase. For example,
enzymatic hydrolysis of a compound such as N-acetyl-
L-alanine ethyl ester [Eq. (4)] can occur at either the
acetyl-nitrogen bond or the ethoxy-oxygen bond,
depending on the specificity of the enzyme.

In reaction 1 [Eq. (4)], the enzyme is an acyl amino-
hydrolase (EC 3.5.) while in reaction 2 [Eq. (4)], the
enzyme is an acyl oxygenhydrolase (esterase, EC 3.1.).
There is no crossreactivity between the two enzymes, as
they are specific for hydrolysis of only one of the scis-
sile bonds, unlike HCI.

4. Lyases

Lyases are enzymes that remove groups from their
substrates (not by hydrolysis) to give a double bond
in the product, or which conversely add groups to
double bonds. The systematic name is formed as “‘sub-
strate prefix-lyase.” Prefixes such as “hydro-” and
“ammonia-"" are used to indicate the type of reac-
tion—for example, ‘“L-malate hydro-lyase” (EC
4.2.1.2). Decarboxylases are named as ‘‘carboxy-
lases.” A hyphen is always written before “lyase” to
avoid confusion with hydrolases, carboxylases, etc. An
example of a lyase is the removal of HOH from malic
acid to give fumaric acid [Eq. (5)]:

HOCH,COOH HOOCCH
CH,COOH CHCOOH
Malic acid Fumaric acid
(5)

by the enzyme (s)-malate hydro-lyase (fumarate hydra-
tase; EC 4.2.1.2; formerly known as fumarase).

5. Isomerases

Isomerases are enzymes that cause rearrangement of
one or more groups on substrates without changing
the atomic composition of the product. The general
systematic name is formed as ‘“‘substrate prefix-isomer-
ase.” The prefix indicates the type of isomerization
involved, for example, “maleate cis-trans-isomerase”
(EC 5.2.1.1) [Eq. (6)].



Table 1 Key to Numbering and Classification of Enzymes®

1. Oxidoreductases 3.3 Acting on ether bonds
1.1 Acting on the CH-OH group of donors 3.4 Acting on peptide bonds (peptidases)
1.2 Acting on the aldehyde or oxo group of donors 3.5 Acting on carbon-nitrogen bonds, other than
1.3 Acting on the CH-CH group of donors peptide bonds
1.4 Acting on the CH-NH, group of donors 3.6 Acting on acid anhydrides
1.5 Acting on the CH-NH group of donors 3.7 Acting on carbon—carbon bonds
1.6 Acting on NADH or NADPH 3.8 Acting on halide bonds
1.7 Acting on other nitrogenous compounds as donors 3.9 Acting on phosphorus—nitrogen bonds
1.8 Acting on a sulfur group of donors 3.10 Acting on sulfur—nitrogen bonds
1.9 Acting on a heme group of donors 3.11 Acting on carbon-phosphorus bonds
1.10 Acting on diphenols and related substances as
donors
1.11 Acting on hydrogen peroxide as acceptor 4. Lyases
1.12 Acting on hydrogen as donor 4.1 Carbon—carbon lyases
1.13 Acting on single donors with incorporation of 42 Carbon-oxygen lyases
molecular oxygen (oxygenases) 4.3 Carbon-nitrogen lyases
1.14 Acting on paired donors with incorporation of 4.4 Carbon-sulfur lyases
molecular oxygen 4.5 Carbon-halide lyases

1.15 Acting on superoxide radicals as acceptor 4.6 Phosphorus—oxygen lyases
1.16 Oxidizing metal ions 4.99 Other lyases

1.17 Acting on CH, groups

1.18 Acting on reduced ferredoxin as donor
1.19 Acting on reduced flavodoxin as donor

1.97 Other oxidoreductases S. Isomerases

5.1 Racemases and epimerases

5.2 cis-trans-isomerases

5.3 Intramolecular oxidoreductases

5.4 Intramolecular transferases (mutases)
5.5 Intramolecular lyases

5.99 Other isomerases

2. Transferases
2.1 Transferring one-carbon groups
2.2 Transferring aldehyde or ketone residues
2.3 Acyltransferases
2.4 Glycosyltransferases
2.5 Transferring alkyl or aryl groups, other than methyl

groups
2.6 Transferring nitrogenous groups 6. Ligases
2.7 Transferring phosphorous-containing groups 6.1 Forming carbon-oxygen bonds
2.8 Transferring sulfur-containing groups 6.2 Forming carbon-sulfur bonds
6.3 Forming carbon—nitrogen bonds
3. Hydrolases 6.4 Forming carbon—carbon bonds
3.1 Acting on ester bonds 6.5 Forming phosphoric ester bonds
3.2 Glycosidases
# The third and fourth levels of classification are given in Ref. 1:v—xi.
H COOH merization consists of an intramolecular transfer of a
\C: c/ _ \C:C group, such as 2-phospho-D-glycerate to 3-phospho-
(6) D-glycerate, the enzyme is called a ““‘mutase”; a specific
HOOC COOH HOOC H example of a mutase is D-phosphoglycerate 2,3-phos-
Maleic acid Fumaric acid phomutase (EC 5.4.2.1). Isomerases that catalyze
inversions of asymmetric groups are termed ‘‘race-
Enzymes that catalyze an aldose-ketose interconver- mases” or ‘“‘epimerases,” depending on whether the
sion are known as “‘ketal-isomerases (for example, “L- substrate contains one or more than one center of
arabinose keto-isomerase”’; EC 5.3.1.4). When the iso- asymmetry, respectively.
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6. Ligases

Ligases are enzymes that catalyze the covalent linking
together of two molecules, coupled with the breakage
of a pyrophosphate bond as in ATP, UTP, or CTP.
The systematic name is formed as “X:Y ligase (Z),”
where X and Y are the names of the two molecules
to be joined together. The compound Z is the product
formed from the triphosphate (ATP, UTP, or CTP);
they provide energy during the reaction. An example
is:

ATP + L—asparate + NH; = AMP

7
+ pyrophosphate + L-asparagine @

The systematic enzyme name is L-asparate:ammonia
ligase (AMP-forming (aspartate-ammonia ligase, EC
6.3.1.1.)

Proteins, carbohydrates, and triacylglycerols are
synthesized by specific ligases using ATP, UTP, and
CTP, respectively.

C. Other Considerations in Naming Enzymes

1. Organism from Which the Enzyme Is
Isolated

Proteins are specific to an organism. When proteins
from one organism are injected into a different animal,
they elicit antibodies, indicating that they differ from
the proteins of the recipient animal. They have differ-
ences in amino acid sequences and therefore folding
patterns. Enzymes, as proteins, are no different.
Therefore, the name of the specific organism from
which an enzyme is derived must be given.

2. Organ from Which the Enzyme is Isolated

No less important is the organ (of multicellular organ-
isms) from which the enzyme is obtained. «-Amylases
from human saliva are different from those produed by
the human pancreas, for example. Therefore, the organ
from which the enzyme is obtained must be specified.

3. Isoenzymes

Isoenzymes are different protein forms of an enzyme
produced in the same organ by different genes, but
qualitatively they have the same activity. Perhaps mul-
tiple gene expression of isoenzymes is protection
against failure of a gene. Or they may occur due to
mutation of a nucleotide base in a codon of a gene.
Whatever the reason, the protein expressed is different
from one gene to another, even from the same cell. The
proteins have different protein properties by electro-
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phoresis, column chromatography, and other separa-
tion methods. Quantitatively, there may be differences
in catalytic efficiency of the isoenzymes.

When isoenzyme forms are present, they contain a
letter (or number) indicating how they behaved by elec-
trophoresis or the order in which they were eluted from
an ion exchange column. For example, the first isoen-
zyme eluting from a cation exchange column would be
isoenzyme-1, the second would be isoenzyme-2, etc.

One might ask whether posttranslational proces-
sing of a nascent protein (sce Chapter 1) can give
isoenzymes due to different levels of modification.
This is a relatively easy question to answer, but it
may be difficult to determine experimentally. An
example often observed experimentally is that the
extent of glycosylation of a seed protein (for example)
is often different depending on the maturity of the
seed. The glycosyl groups are covalently attached to
the protein at the hydroxyl group of seryl residues
and B-amino groups of asparaginyl residues, as deter-
mined by the genetic code, immediately following
translation (and before the protein folds into the
native form; see Chapter 1). The glycosyl groups
may then be shortened by cytoplasmic carbohydrases
after folding of the protein to the native state (“‘age”-
related processing). Are these isoenzymes? They are
not products of different genes and so do not qualify
as isoenzymes. Native human hemoglobin is glycosy-
lated over time at a level depending on its age and the
concentration of glucose in the blood. Hemoglobin «
levels are used clinically to determine the severity of
diabetes in humans. No one would describe the age-
related modified hemoglobin as an isoprotein!
Multiple electrophoretic bands (> 30 sometimes)
occur with peroxidase because of different levels of
glycosylation. The benzoquinones formed due to the
activity of polyphenol oxidase action on phenols dur-
ing extraction and purification of proteins (including
polyphenol oxidase itself) lead to multiple bands since
the benzoquinones quickly modify the e-amino group
of lysyl residues. These different bands are not due to
isoenzymes!

4. In Summary

In naming an enzyme, one must not only describe it by
the overall type of reaction catalyzed (under standard
conditions), but also by the source of the enzyme
(organism, organ) and by isoenzyme number. With
the excellent tools available today, there is no basis
for publishing quantitative data on the activity of an
enzyme until the degree of purity of the enzyme has



been established and one can associate the activity with
one unique protein catalyst.

III. WHY ARE ENZYMES HIGHLY
SPECIFIC AND EFFICIENT

CATALYSTS?
A. How Efficient Are Enzymes as Catalysts?

Table 2 provides data on the relative rates of a few
enzyme-catalyzed reactions in relation to the noncata-
lyzed and non-enzyme-catalyzed reactions at 25°C. All
relative rates are based on a 1 molar concentration of
catalyst for comparison. First, look at the relative rates
of the reactions at 25°C. Catalase is 3.5 x 10% times
more effective in conversion of H,O, to H,O and O,
than is the noncatalyzed reaction and 1.7 x 10° times
more effective than the I™ catalyst. Sucrose can be
hydrolyzed by acids (by the HT) as well as by invertase.
Invertase is 5.6 x 10'° times more effective than the
H*. Carbonic anhydrase, important in our respiratory
exchange of O, and CO,, is 3 x 10® more effective than
no catalyst. In our kidney, urease is important in the
conversion of urea to ammonia and CO,. Urease is
4.3 x 10" times more effective than the H'.

Table 2, column 3, gives the Arrhenius activation
energy, FE,, required to convert the substrate to
products. Notice that in all cases, the E, for the
enzyme-catalyzed reaction is significantly lower than
for the non-enzyme-catalyzed or noncatalyzed reac-
tion. Therefore, one can correctly conclude that the
enzymes are successful in lowering the activation
energy for conversion of substrate to product. To

fully grasp the effectiveness of lowering E, one must
appreciate that the rate of a reaction, as controlled by
the rate constant, k, is logarithmically related to E, as
shown in Eq. (8).

k = Ae E/RT (®)

where A is the Arrhenius constant, e is the base of the
natural logarithm, E, is the Arrhenius activation
energy, R is the universal gas constant, and T is
Kelvin temperature.

The effect of temperature on the rate of reactions
(including enzyme-catalyzed reactions) is given by the
Boltzmann distribution equation:

n'/n=—E,/RT )

where 7' is the number of molecules per unit volume of
a compound having activation energy E, or greater
(see Fig. 1) and n is the total number of molecules
per unit volume of a compound. The 4 factor in Eq.
(9) is the product of the kinetic energy of the system
due to Brownian movement and the probability (P)
that two molecules will collide with proper orientation
of reactive groups. P approaches 1 in enzyme-catalyzed
reactions because the substrates are properly bound
noncovalently in the active site adjacent to the catalytic
group(s) required for catalysis (see Ref. 2, pages 314ff).

Figure 1 shows the change in energy (both activa-
tion energy (steps 3, 4, and 6) and thermodynamic
energy (steps 1, 2, 5, and 7) as the enzyme binds with
substrate and catalyzes conversion of the substrate (A)
to product (P) in the reaction. The rate-limiting step
requires the most energy (step 4 in Fig. 1). This energy
is the activation energy, E,, as shown in Eq. (8).

Table 2 Effect of Catalyst on E, and on Relative Rates of Some Reactions

E, n'/n® Relative rate

Substrate Catalyst (kcal/mol) (25°C) (25°C)
H,0, None 18.0 5.62 x 1071 1.00

I 13.5 1.16 x 1071° 2.07 x 10°

Catalase 6.4 1.95 x 1073 3.47 x 10®
Sucrose H* 25.6 1.44 x 107" 1.00

Invertase 11.0 8.04 x 107° 5.58 x 107
Carbonic acid ~ None 20.5 8.32 x 107'° 1.00

Carbonic anhydrase 11.7 2.46 x 1070 2.96 x 10°
Urea Ht 24.5 933 x 107" 1.00

Urease 8.7 3.96 x 1077 425 x 10"

 y'n values were calculated by use of Eq. (9) and are approximate only, since differences in AS* for the

comparison reactions are ignored.
Source: Ref. 2.
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Figure 1 Change in energy along the pathway of reaction
during conversion of substrate A to product P in an enzyme-
catalyzed reaction. The numbers refer to steps in thermody-
namic states (ground states); 1, 2, 5, and 7 and transition
states (activated states); steps 3, 4, and 6 in the forward
reaction pathway. (From Ref. 2.)

B. Binding of Substrate by Enzyme

Very few compounds are substrates for a given
enzyme. In the case of urease, really only urea is a
good substrate. For other enzymes, such as alkaline
phosphatase, a number of compounds serve as sub-
strate (phenylphosphate, p-nitrophenyl phosphate, -
glycerol phosphate, etc.). However, all substrates for
alkaline phosphatase have an ortho-phosphate group.
By competitive inhibition studies with ortho-phos-
phate, and with different substrates, it is relatively
easy to establish that the major recognition group on
the substrate for the enzyme is the ortho-phosphate
group. This example can be extended to most other
enzymes and their recognition of substrates. Analogs
of substrates are good inhibitors of enzymes, which
tells us that the enzyme must recognize and bind with
the compounds.

In 1902, Henri (3) and Brown (4) independently
proposed that the observed effect of substrate concen-
tration on the velocity of conversion of substrate to
product (Fig. 2) is due to the essentiality of an inter-
mediate substrate-enzyme noncovalent complex prior
to catalysis [Eq. (10)].

kl k7
E+S=E-SSE+P (10)
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Initial velocity

M — ———m

3

1 1 H 1 A 1 [e]

Substrate concentration

Figure 2 Variation of initial velocity with substrate concen-
tration for an enzyme-catalyzed reaction according to Eq.
(2). (From Ref. 2.)

When all of the enzyme is bound to substrate, the
maximum velocity, V..., of the reaction is achieved.
Many researchers have verified by other methods that
formation of the E - S complex is essential before con-
version of substrate to product is possible. How does
this binding contribute to the specificity and efficiency
of enzyme-catalyzed reactions? This question is
addressed in the following way.

1. Nature of the Binding Site

Table 3 lists the characteristics of the active site of an
enzyme. The active site is a small area (with ~ 10
amino acid residues brought together from distant

Table 3 Active Site Characteristics of an Enzyme

1. Small area on surface of native protein

2. Shape can be crevice or hole

3. Active site binds substrate(s) and cofactors
a. Stereospecifically with at least three points of contact
b. Converts substrate to products

4. Tonizable groups in active site (side chains of amino acid
residues)
a. May be involved in binding
b. Involved in catalysis

5. Active site flexible (induced fit) and can accommodate
substrate(s)

6. Active site may contain cofactor(s)

7. Active site with substrate bound is hydrophobic




parts of the primary structural chain to the surface of
the enzyme). The substrate can diffuse rapidly to the
active site and binds stereospecifically by a minimum
of three noncovalent bonds. In lysozyme, Glu35,
Asn37, Asnd4, Asp52, AspS59, Try63, AsplOl, Arg
114, and the carbonyl oxygen of the peptide bonds
between Phe34-Glu35, GIn57-Leu58, and Alal07-
Try108 all appear to be in proximity in the active site
(5). In ribonuclease, Lys7, Argl0, His12, Lys41, and
His119 are known to be in the active site (6).

Carboxypeptidase A and lysozyme form five and 12
noncovalent contacts with the substrates benzyloxycar-
bonyglycyl-L-phenylalanine and hexa-N-acetylchito-
hexaose, respectively (2). When bound properly in
the active site, the substrate is positioned in proximity
to the catalytic groups that convert it to product(s),
along with any cofactors that are required. On binding
of substrate into the active site most of the water mole-
cules are forced out so that the reaction takes place
under hydrophobic conditions. For hydrolases, one
water molecule binds stereospecifically as a second
substrate in proximity to the first substrate.

Table 4 summarizes the factors accounting for the
catalytic effectiveness of enzymes. Conversion of the
enzyme and substrate (plus any cofactors) from an inter-
molecular reaction to an intramolecular reaction (the E
-S complex) increases the rate by 10* for one substrate,
10° for two substrates, and 10" for three substrates.
Even five to six component reactions are possible with
enzymes, such as the RNA polymerases. There is an
increase in entropy of the reaction because of the highly
structured nature of binding of substrate(s) and cofac-
tors with respect to the catalytic groups, increasing the
rate by a factor of ~ 10°. Since water is expelled when

the substrate(s) and cofactors bind in the active site, the
concentration of the catalytic groups of the enzyme in-
crease to ~ 10 M, giving a rate enhancement of 10°-10%.

In some cases, the scissile bonds of the substrate may
be distorted during the bonding process (induced fit [8]),
contributing to increase in rate. For example, in the case
of lysozyme, binding of the sugar substrate to the
enzyme’s active site results in a glucosyl oxocarbonium
ion intermediate with an enzyme-induced distortion of a
glucosyl residue at the scissile bond into a half-chair
conformation (5). Electrostatic stabilization of the
transition state in an enzyme reaction also plays an
important role. For example, the Asnl55-oxyanion
interaction in subtilisin contributes 3.7 kcal/mol activa-
tion energy to the transition stabilization (9). Bender et
al. (10) showed that restriction of rotation of the N-
acetyl-L-tryrosyl- (acyl group intermediate) chymotryp-
sin, in comparison with the small acetyl-L-chymotrypsin
(acyl group intermediate) increased AS* from —35.9 to
—13.4 eu (cal mol™! deg™"), thereby increasing the rate
of deacylation by 3540 times (10). In summation, the
stereospecific binding of the substrate into the active
site of the enzyme may increase the rate by 10" to
10%-fold.

2. Catalysis

During the catalytic step(s), concerted general acid/
general base catalysis or nucleophilic/electrophilic cat-
alysis increases the overall rate enhancement by a fac-
tor of 10°~10° times. The overall rate enhancement
predicted for an enzyme-catalyzed reaction is ~ 10'%—
10*°. Catalase- and peroxidase-catalyzed reactions
reach values near 10'® enhancement.

Table 4 Factors Accounting for Catalytic Effectiveness of Enzymes

Rate enhancement®

Factor (approximate)

1. Formation of stereospecific enzyme-substrate complex 10*; 10%; 10'>°
(conversion from inter- to intramolecular reaction)

2. Increased entropy of reaction 10°

3. Concentration of reactive catalytic groups when substrate binds 10°-10*

4. Distortion of substrate when bound 10>-10*

5. General acid/general base catalysis 10%-10°

6. Nucleophilic/electrophilic catalysis 10>-10°

7. Use of several step process 10>-10*

Overall rate enhancement 10'8-10%

*In some cases, these values can be approximated by model experiments. In others, they are the best estimates

available.

For one, two, and three substrate reactions, respectively.

Source: Ref. 7.
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Proteins of 25,000-100,000 molecular weight
(~ 200-890 amino acid residues per molecule) are
synthesized on the ribosome by polymerases in ~2—-6
min at 37°C!

Figure 3 depicts the active site of ribonuclease with
the substrate, cytidine 2', 3’-phosphate bound in the
active site. The catalytic groups of the enzyme are
two imidazole side chains of two histidine residues.
The distance between reactive groups on the enzyme
and the scissile bond is ~ 2 A, nearly covalent bond
dimensions. The imidazole group on the left side of the
active site functions as a general base to remove a
hydrogen from a water molecule (shown as ROH in
Fig. 3) to form a hydroxide ion (HO™) in proximity to
the cyclic phosphate of the substrate. The imidazole
group on the right side of the active site functions as
a general acid by protonating the oxygen adjacent to
the P-O bond, thereby facilitating the breakage of the
cyclic P-O bond. Therefore, the hydrolysis by ribonu-
clease is a general base/general acid—concerted
mechanism. No covalent bonds are formed between
the enzyme and a substrate intermediate.

In the nucleophilic/electrophilic mechanism, inter-
mediate covalent bonds between the enzyme and a por-
tion of the substrate are formed which are then broken
in a second step. The proteolytic enzymes trypsin, chy-
motrypsin, papain, etc., are known to hydrolyze the

/X// /XK/x '

/IX
RO 0
/ ’C“\*N/:'fp/f R ;

CHpOH O N
C ¢

/////:a

Figure 3 Proposed orientation of substrate and catalytic
groups in the ribonuclease-catalyzed hydrolysis of the sub-
strate cytidine 2',3'-phosphate. Two imidazole groups of his-
tidine of ribonuclease are involved in catalysis, one as a
general base (left) and another as general acid (right). The
arrow at the lower right corner indicates the binding site for
the pyrimidine ring of the substrate which probably involves
several groups on the enzyme protein, and largely determines
the specificity. (From Ref. 6.)
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substrate by nucleophilic/electrophilic  catalysis.
Intermediate acyl-enzymes are hydrolyzed in a second
step with water as the substrate at a rate ~ 10° times
faster than serine esters of similar structures (11).

3. Summary

Enzymes are very efficient catalysts because they bind
substrates (and cofactors) into the active site with the
scissile bond stereospecifically oriented in proximity to
the catalytic groups that carry out the reactions. In
forming the enzyme-substrate complex, most of the
water is removed from the active site. Therefore the
catalytic reaction is largely in a hydrophobic environ-
ment. Kato et al. (12) tested the effect of excluding
water from the active site during the catalytic reaction
by using glutathione synthetase, which requires the two
substrates y-glutamyl cysteine and glycine with ATP as
cofactor. In the wild-type enzyme, containing a 17
amino acid loop of the peptide chain that closes the
active site to exclude water when the reactants are in
place, the rate constant, k,, was 151 sec”!. When the
lid was removed by genetic engineering, the rate con-
stant was 0.163 sec™!, thus decreasing the rate by 930-
fold by letting some water in.

The role of change in entropy on rates of enzymatic
reactions was tested by use of N-acetyl-L-tyrosyl-chy-
motrypsin (A), where the large N-acetyl-L-tyrosyl
group was tightly bound into the binding site, versus
N-acetyl-chymotrypsin (B), where the small N-acetyl
group can rotate freely in the binding site; the relative
rate of A/B was 3540 (10). AS* was —13.4 and —35.9
cal mol~! deg™! for the N-acetyl-L-tyrosyl-chymotryp-
sin and N-acetyl-chymotrypsin, respectively. Most of
the other factors that have been proposed above to
explain why enzymes are so specific and efficient
have been tested by model systems.

Nature is blessed to have such efficient catalysts, the
enzymes, to make life possible! But we must keep our

O\@/O O\@/O
P P

/ N\ 7/ N\

T o'
A B

Figure 4 Ethylene phosphate (A) and dimethyl phosphate
(B)



perspective and respect for very simple chemical exam-
ples of enhanced reaction rates. The relative alkaline
hydrolysis rates for ethylene phosphate (A) compared
to the structurally similar compound, dimethyl phos-
phate (B) (Fig. 4) is ~ 1.0% times (A/B). This is because
of the restriction of rotation of the ethylene group in A
relative to the free rotation of the methyl groups of B
(Ref. 2, p. 134).
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Enzyme-Catalyzed Reactions

Experimental Factors that Affect Rates

John R. Whitaker
University of California, Davis, Davis, California, U.S.A.

I. INTRODUCTION ciated by Brown (in 1902) and Henri (1903) indepen-
dently (2, 3) when they suggested that the substrate

A. Kinetic vs. Static Processes .
saturation effect observed for rates of enzyme-cata-

There are basically two types of determinations in
science. The first type is to determine the rate of change
of a parameter, whether it be a chemical reaction, the
enlargement of a cell, organ, or an organism, or other
changes. The second determination is primarily a com-
positional one in which chemical or physical analyses
determine one or more compounds, cells, etc., at a
given time. The first example is followed by change
per unit time, a kinetic process. The second example
is a static process, where change with time is undesir-
able. Enzyme-catalyzed reactions must be investigated
by a rate-of-change process.

Chapter 1 dealt with the history of development of
enzyme kinetics. Undoubtedly, from the beginning
researchers must have noted that the conversion of
substrate to product occurred as a function of time
and that the rate of change over time was not constant
under all conditions as shown in Figure 1, especially
when a significant amount of substrate was converted
to product.

e

Product formed

T ] T T T
k A
WA

| ] 1
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v

B. Pathway of Enzymatic Reactions Teine

Before proceeding further with discussion of rates, it is Figure 1 Typical enzyme-catalyzed reaction showing the
important to understand the pathway by which all pre-steady-state (msec), the constant rate, and the declining
enzyme-catalyzed reactions occur. This was first appre- rate parts of the progress curve. (From Ref. 1)
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lyzed reactions as a function of substrate concentra-
tion, [A4], resulted from an obligatory intermediate,
the enzyme-substrate complex, [EA], prior to product,
P, formation [Eq. (1)]:
ky ks
E+AkﬁEA¢E+P (1
—1 -2
Based on this premise, which has been shown now to
be wuniversal for all enzyme-catalyzed reactions,
Michaelis and Menten in 1913 (4) developed an equa-
tion to numerically describe the observed relationship
between velocity, v, and [A]. The derivation of the
Michaelis-Menten equation is shown below, using the
more modern concepts of initial velocity v,, and the
steady-state assumption. The EA complex has a non-
covalent bond.
Let [E], = total enzyme concentration
[4], = total substrate concentration, which is
assumed to be much larger than [E],;
therefore, [4] = [A4], during initial velo-
city, v,, measurements (< 5% A con-
verted to P during time of experiment)
[EA] = enzyme-substrate concentration, which
is a noncovalent complex
[P] = product concentration (one product is
formed in the general derivation; more
than one product may be formed and
released in a sequential manner in
many examples)
[E] = free enzyme concentration
The rate of formation of EA is [see Eq. (1)]:

dEA/dt = k [E][A], )
While the rate of disappearance of EA is
—dEA/dt = k_|[EA] + k,[EA] 3)

When steady-state conditions are reached (within a few
msec), dEA/dt = —dEA/dt so that

ki[E1A], = k_[EA] + koEA] = (k_y + ky)[EA]  (4)
Rearranging:

[ENA],/[EA] = (k-1 + k) /ky = K ()
K., the Michaelis constant, is given by either [E][4],/
[ES] or (k_] =+ kz)/k] .

The free enzyme concentration, [E], cannot be mea-

sured experimentally but it is related to [E], by the
conservation equation

[E] = [E], — [EA] (6)

Substitution of Eq. (6) for [E] in Eq (5) gives
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((E] — [EAD[A],/[EA] = Ky, = [E],[A],

(7
— [EA][A4],/[EA]
Rearranging Eq. (7):
[E]O[A]O = Knl[EA] + [EA][A]O = [EAl(Ky, + [A]o)
(®)

Rearranging Eq. (8):
[EA] = [E]O[A]O(Km + [A]o) (9)
[EA] cannot be determined directly in most cases but it

can be substituted for since the rate of formation of
product, P, is

dP/dt = ky[EA] = v, (10)
Rearranging Eq. (10):

[EA] = v,/k> an
Therefore

v = ko[ E][A]o/(Kin +[A],) (12)

The maximum velocity, V., 1s attained when all
active sites of the enzyme are combined with substrate
so that [EA] = [E],. Therefore,

k[ E], equals V... and Eq. (12) gives Eq. (13):

Vo = vmax[A]o/(Km + [A]o) (13)

C. Concept of Initial Velocity in Enzymology

The importance of determining the initial velocity of
enzyme-catalyzed reactions was not fully appreciated
and articulated until the early 1960s. Up to that time,
rates of enzyme-catalyzed reactions were frequently
based on one-point assays—i.e., at a given time of
the reaction. Also, reactions often were designed so
that many minutes or hours were used in the assays.
Another reason is that the kinetics of non-enzyme-cat-
alyzed reactions by chemists are designed to determine
the order of reactions which must be done under con-
ditions of several half-lives of the reaction; i.e., > 90%
of the substrate must be converted to product to give
four half-lives.

The order of chemical reactions is of major impor-
tance in determining the mechanisms of reactions.
Often the order is not zero, first or second order, but
is a fractional order (such as 1.5 for example). Not so
with enzyme-catalyzed reactions, which are first, zero,
or mixed order, depending on [A4], in relation to K, for
reasons explained later in this chapter.

Figure 2 shows the results of determining the velo-
city of an enzyme-catalyzed reaction at the same pH,



{F)

Time {sec)

Figure 2 Method of determining initial velocities of reac-
tion. The solid lines are the experimentally determined
data; the dashed lines are tangents drawn to the initial
slope of the experimental data in order to determine the
initial velocity, v,. (From Ref. 1.)

temperature, and cofactor concentration (if needed),
but at different substrate concentrations. At low sub-
strate concentrations the experimental lines (solid)
and the initial velocity (v,) lines (dashed) coincide
because the concentration of product formed is < 5
% of the original substrate concentration. As the sub-
strate concentration is increased, and the rate of for-
mation of product increases (data for [A4],3, [4],4, and
[4],5) the experimental and v, values diverge more
and more.

There are several reasons why the experimental lines
and the v, lines are not the same and why initial velo-
cities, v,, are important in enzymology. Use of v, has
the advantages of (a) not being greatly affected by
instability of the enzyme (the reaction should be
initiated by adding the enzyme last), (b) not being
influenced by product concentration since this is zero
initially (product can influence the velocity by being a
competitive inhibitor or by giving backward reaction),
and (c) the initial substrate concentration changes very
little in the reaction (when < 5% product is formed
during determining of v,).

With modern-day instrumentation, including recor-
ders, it is possible to determine v, with excellent pre-
cision using 5 min, or less, overall reaction times.
There are no reasons why data based on single data
point assays should ever be reported in enzymology.
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D. Rates of Enzyme-Catalyzed Reactions

As will be shown later in this chapter, the velocities of
enzyme-catalyzed reactions depend on substrate con-
centration, enzyme concentration, cofactor concentra-
tion, inhibitor concentration, pH, and temperature.
We will discuss each of these factors separately. But
at this point, it is useful to provide some data on some
numerical values of the velocity constants shown in Eq.
(1) calculated to 1 molar concentrations of enzymes
and substrates at the pH optimum and standard tem-
perature (usually 25-30°C).

Velocity constants (k;) for formation of the enzy-
me-substrate complex are in the range of 10*-10°
M~ sec™! for the enzymes given in Table 1(5);
these values are typical for many other enzymes.
However, there are exceptions where the formation
of the complex can be the rate-controlling step as
for lactate dehydrogenase combining with the cofac-
tor NADT (~ 50 M~! sec™).

The dissociation constant of the £4 complex, k_;,
ranges from < 1.4 to 3.1 sec™! for peroxidase and liver
alcohol dehydrogenase, respectively, to > 4.5 x 10*
sec”! for fumarase (Table 1). The overall molar cata-
lytic rate constant k, [k, in Eq. (1), often called k4
because more than one step may be involved] ranges
from 10! sec™! for papain to 107 sec™' for catalase.
Therefore, one must conclude that &y, k_;, and k, dif-
fer markedly among enzymes. Some enzymes are more
efficient than others as measured numerically by the
ratio of k,/K,,, a generally accepted measure since it
includes all the rate constants of Eq. (1). The “good-
ness” of different substrates for the same enzyme is
also measured by k,/Ky,.

II. EFFECT OF SUBSTRATE
CONCENTRATION ON RATES OF
ENZYME-CATALYZED REACTIONS

Section I has treated effect of substrate concentration
on rates of enzyme-catalyzed reactions in a general
way. Section II will deal with more specific details of
how to determine K, and k, for one- and two-sub-
strate enzymes, as well as allosteric behavior of
enzyme—substrate interactions.

A. Initial Velocity vs. Substrate Concentration
This section will deal only with enzyme—substrate rela-

tionships obeying Michaelis-Menten kinetics. The
expected relation between v, and [A4], is shown in



Table 1 Rate Constants for Some Selected Enzymes

K kb kS
Enzyme Substrate (M 'sec™! (sec™) (sec™h
Fumarase Fumarate > 10° > 4.5 x 10* 10°
Acetylcholinesterase Acetylcholine 10* — 10°
Liver alcohol NAD" 53x10° 74 10°

dehydrogenase NADH 1.1 x 107 3.1
Ethanol > 1.2 x 10* > 74

Catalase H,0, 5% 10° — 10
Peroxidase H,0, 9 x 10° <14 10°
Hexokinase Glucose 3.7 x 10° 1.5 x 10° 10°
Urease Urea >5x10° — 10*
Chymotrypsin 10? to 10°
Trypsin 10% to 10°
Ribonuclease 10
Papain 10!

4Rate constant for formation of enzyme-substrate complex.

PRate constant for dissociation of enzyme—substrate complex.

°Order of magnitude of the turnover number in moles of substrate converted to product per second per mole
of enzyme: kg (= k¢,) is the observed rate constant and may or may not involve a single rate-limiting step.

Source: Ref. 5.

Figure 3. At low substrate concentrations ([4], < 0.05
K.,,) the order of the reaction with respect to [A4], is first
order and fits Eq. (14).

dA/dt = K[A], = —dp/dt (14)

At very high [4],([4], = 100 K,), the enzyme is > 90%
saturated with substrate. Thus, the rate is independent
of [A4],, and is zero order. This is described by Eq. (15).
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Figure 3 Variation of initial velocity, v,, with substrate con-
centration for an enzyme-catalyzed reaction. (From Ref. 1.)
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dA/dt = k = —dp/dt (15)

It is often difficult, if not impossible, to do reactions at
> 100 K, because of (a) insolubility of the substrate,
(b) cost of the substrate, or (c) the high substrate con-
centration becomes inhibitory of the enzyme as two
molecules bind to the enzyme simultaneously, one as
the substrate and the second as an inhibitor. Such
behavior is observed frequently.

Between [4], < 0.05 K, and [4], > 100 K, is where
most of the effect of [4], on v, is found and where
most experiments are performed. Over this range of
[4],, the order of the reaction is mixed order; i.e., it
is the sum of first order and zero order as shown by Eq.
(16), which is the differentiated form of the Michaelis-
Menten equation [see Eq. (12)].

[Elokot = 2.3 Ky log[A],/([A], — [P]) + [P] (16)

At [A4], <0.05 K., the first-order term, 2.3 K
log[A4],/([4], — [P]) predominates, while at [4], > 100
K., the zero-order term [P] predominates.
At [4], = K, the two terms are equally predominate.

1. Determination of K, and V. for One-
Substrate Reactions

For reasons discussed above, K, and V,,,, cannot be
precisely determined from a plot of v, vs. [4],, primar-
ily because V.« cannot be experimentally determined.



In 1934 Lineweaver and Burk (6) published a mile-
stone paper showing that by taking the reciprocal of
the Michaelis-Menten equation, a straight line rela-
tionship between 1/v, and 1/[A], is obtained, which
gives K, and V.« as shown by Eq. (17) and Figure 4.

1/ve = Kin/(Vimax[S1o) + 1/ Vinax (17)

The intercept on the y-axis is 1/V,, and the slope of
the line is K,/ V- The intercept on the —x axis is
—1/K,,. This is one of the most cited references in the
kinetics of enzymology.

Later on, Augustinsson and Eadie and Hofstee (sece
Ref. 1) rearranged the Lineweaver-Burk equation to
two other linear transforms of the Michaelis-Menten
equation. For whatever reason, these two methods are
rarely used, but they can be useful analyses as in more
complex reaction pathways they may give curvilinear
relationships indicating the reaction may contain addi-
tional intermediates. In 1954, King and Altman (7)
published a useful method for determining the equa-
tion for more complex enzyme-catalyzed reactions (see
Ref. 1).

2. Determination of K, and V. for Two-
Substrate Reactions

There are relatively few one-substrate reactions in
enzymology. Most of these occur in the class EC 5

™ Slope = K # Ve

/vy (M sect 21073
o

Intercepl 4
==Ky

\o
- I I I
-1 0 1 2 3 ] 5
1/} M7 x 1074

T intercept = 17V,

Figure 4 Plot of the reciprocal of initial velocity, v,, versus
reciprocal of initial substrate concentration, [4],, according
to the Lineweaver-Burk method. (From Ref. 1.)
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enzymes. (For the isomerases see Chapter 3). For the
class EC 3 enzymes, the hydrolases are pseudo-first-
order reactions in that the second substrate is water.
At 55.4 M water concentration compared to 1071072
M for the second substrate, the change in water con-
centration during the reaction is very small and is
ignored.

In the late 1950s and early 1960s, attention was
given to development of equations for two and more
substrate enzyme reactions (see Chapter 1 on protein
structure and kinetics). Cleland, in a series of papers,
provided a clear rationale for dealing with these reac-
tions which follow the general Eq. (18) for two sub-
strate/two product reactions.

A+B=P+0Q (18)

He developed equations for when A4 must bind in the
active site of the enzyme before B can bind [Ordered
Mechanism; Eq. (19)];

A B P 0
L 1 1
E Ed4 E-A-B = E-PQ EQ E
(19)

when either 4 or B can bind first to the enzyme active
site [Random Mechanism; Eq. (20)];

A B P 0

by

E (20)

P (EPQ)

B 4

O P

and when A4 binds first and is converted to product
before B binds and is converted to product [Ping
Pong Mechanism; Eq. (21)].

A P B 0

|| T

E EA~~ FP F FB<~EQ E
@0

These are very important concepts and equations
for the serious enzymologist. More information on
this subject is found in the three key articles by
Cleland (8). A detailed discussion is found in
Whitaker (1) on how to experimentally translate
these concepts into practice.




3. Behavior in Multisite—Multisubunit Enzymes

Many enzymes have multiple subunits, each with a
substrate binding and catalytic site for substrate(s).
Some enzymes have two or more domains (indepen-
dent folding segments on the same polypeptide chain)
that bind, and may catalyze substrates to products. If
each of the active sites binds and catalyzes the sub-
strate independently of other active sites, then the
kinetics follow Michaclis-Menten behaving enzymes.
On the other hand, if binding of substrate into an
active site affects either binding or catalysis in a second
active site, then the kinetics do not follow expected
Michaelis-Menten kinetics.

a. Multiple-Subunit Enzymes. As demonstrated
by Monod et al. in 1965 (9), some multiple-subunit
enzymes give the kinetic behavior shown in Figure 5
for a plot of v, vs. [4],. Note the marked difference
between the curves for the allosteric-behaving enzyme
and the Michaelis-Menten-behaving enzyme. The
allosteric-behaving enzymes follow Eq. (22):

Vo = Vmax[A]g/(K + [A]g) (22)

(A

Figure 5 Comparison of effect of substrate concentration,
relative to K,,, versus initial velocity, v,, relative to V,,,, for a
Michaelis-Menten-behaving enzyme (dashed line) versus a
positive allosteric-behaving enzyme (solid line). The vertical
and horizontal dashed lines are for calculating Ry = [A4], at
0.9 vo/Vmax/[A4], at 0.1 v,/ V. for the Michaelis-Menten-
behaving enzyme and for the allosteric-behaving enzyme.
(From Ref. 1.)
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where the substrate concentration is raised to power of
n. For linear plotting, Eq. (22) is rearranged to Eq. (23).

lOg vo/( Vmax - Uo) =n IOg [A]o - IOg K (23)

where #n is the product of the number of subunits and
strength of binding of substrate of interacting sites and
K is the average of all the individual K., values
involved in the various steps of binding and transfor-
mation of substrate to product.

Koshland et al. (10) developed an equation to mea-
sure the cooperativity of the interaction based on the
experimental data. This is given in Eq. (24).

Ry = [4], at 0.9v,/ Vinax /[A], at 0.1v,/Vinax (24)

For a Michaelis-Menten-behaving enzyme, R, is 81.
For a positive allosteric-behaving enzyme, R, is < 81
while for a negative allosteric behaving enzyme R, is >
81 (see Fig. 5).

b. Single Active Site, Multiple-Substrate Binding
Enzymes. Examples of this type of enzyme are tryp-
sin and carboxypeptidase A. A substrate molecule that
binds into the active site is converted to product. If a
second substrate molecule binds at a second site and
increases the rate of catalysis at the active site, it is an
activator; if the rate is reduced on binding of the sec-
ond substrate molecule, it is an inhibitor. Generally,
K.y for binding of the second substrate molecule is
about 10 times larger than is K, for the active site
bound substrate molecule.

III. EFFECT OF ENZYME
CONCENTRATION ON RATE OF
ENZYME-CATALYZED REACTIONS

Rates of enzyme-catalyzed reactions are generally
expected to be directly proportional to the enzyme
concentration as shown in Figure 6. This relationship
between v, and [E], holds whatever the [A4], is with
respect to K, as long as all other conditions are held
constant and initial velocities are used.

This linear relationship between v, and [E], is very
important from an analytical perspective. Any analysis
where [E], is important to know depends on this rela-
tionship. In the food, nutritional, and medical fields,
enzyme assays are used to determine how much active
enzyme is present. In the frozen food industry, for
example, polyphenol oxidase, e-amylase, and protease
activities affect the storage stability and storage time of
the product. Levels of selected enzyme activities of
blood are used in diagnostics of diseases and bacterial
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Figure 6 Expected relationship between initial velocity and
enzyme concentration. Substrate concentration, pH, tem-
perature, and buffer are kept constant. (From Ref. 1.)

infections. Purity of enzymes are based on their specific
activities (activity/mg protein) and the absence of
unwanted activities.

But one must not assume that the linear relationship
shown in Figure 6 holds. It is the responsibility of the
enzyme user to prove this relationship holds under the
conditions used. There are at least five valid reasons
why the relationship between v, and [E], can be non-
linear (1). These are listed below. More details can be
found in Whitaker (1).

A. Limitations on Substrate Concentration

1. One of the Substrates is a Gas, Such as
Oxygen

Oxygen has limited solubility in aqueous solution. The
solubility of O, is 0.24 mM at 25°C. In such reactions,
the analyst usually depends on the O, used to be
replenished by absorption from the atmosphere to
maintain a constant O, concentration. As the [E], is
increased, the rate of depletion of O, is increased. This
often leads to a nonlinear relation between v, and [E],.
Only by adequate stirring rate or bubbling 100% O,
through the solution can the O, concentration be kept
constant.

2. The Substrate Is a Polymer

Starch, largely a homopolymer, is used often to mea-
sure «- and S-amylase activities. As hydrolysis occurs,
the product fragments continue to be substrates.
Initially, the molar concentration of substrates
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increases. As the substrate size decreases the K, may
increase so that the enzyme is less saturated with sub-
strate. Therefore, there may be changes in v, as a func-
tion of [E],.

Proteins are heteropolymers, being composed of 20
different amino acid residues. Proteases hydrolyze pep-
tide bonds selectively based on their specificity for the
amino acid residues on either side of the peptide bond.
Trypsin will be used as a specific example of a protease.
It hydrolyzes peptide bonds only where a lysyl or argi-
nyl residue provides the carboxyl group of the peptide
bond. The nitrogen side of the peptide bond can be any
of the 20 amino acids. However, the relative rate of
hydrolysis of the peptide bond is affected by the spe-
cific nature of the amino acid. Thus, there are a mini-
mum of 40 different rates of hydrolysis, not counting
the decreasing size of the peptides. The best peptide
bonds are hydrolyzed more rapidly than the less
good bonds. This leads to a decrease in v, vs. [E], as
the enzyme concentration increases.

B. Coupled Enzyme Reactions

A coupled enzyme reaction is given by Eq. (25) where

A2 BERC (25)

Substrate A4 is converted to product B by enzyme E|.
But B may be hard to determine analytically so E, is
also added to the reaction to convert product B to
product C, which can be more readily determined
(e.g., by spectrophotometry). To be successful with
the assay, B must be converted to C just as fast as it
is produced, so that the rate-determining step remains
A to B conversion even as [Ei], is increased. Several
commercially available enzyme kits for enzyme ana-
lyses depend on coupled reactions.

Similar problems may arise when two coupled
enzyme reactions depend on a common cofactor, such
as NAD™. As the concentration of E, is increased it
may limit the concentration of NAD™ required by E,.

C. Presence of Irreversible Inhibitor in Reaction
System

Examples of irreversible inhibitors are Pb>t, Hg”,
and Ag" ions that might be in the water used.
Sulfhydryl enzymes (where the sulfhydryl group of
cysteine is essential for enzyme activity), which are
25-30% of all enzymes, would be affected.
Experimentally, no enzymatic activity would be



found until sufficient enzyme is added to bind all the
inhibitor. Then, enzyme activity will be seen. This case
is easily recognized as the intercept on the x-axis of the
Uy VS. [E], plot would be on the right side of the zero
intercept.

D. Presence of Reversible Inhibitors in the
System

The amount of inhibition found would be dependent
on the substrate concentration used (the lower the [4],,
the greater the effect) and the enzyme concentration. In
general, there would be a nonlinear response between
v, and [E],, with a downward curvature of the rela-
tionship beween v, and [E],.

E. Need for an Essential Coenzyme (CoE)

A coenzyme is a nonenzyme compound that binds
reversibly in the active site of the enzyme and is
required for enzyme activity. The B vitamins, for
example, are a part of a coenzyme (see Sec. IV). The
example is best illustrated by use of Eq. (26).

E 4 CoE—Ki — E.CoE—K2 — E.CoE . 5—k3

— E-CoE+ P (26)
At a fixed concentration of CoE and a low [E],, not all
the enzyme may be bound to CoE to give E - CoE,

which is required for the substrate to bind. As [E],
increases, more CoE will be bound owing to mass

action effect, and v, will increase. Such effects were
observed as early as the 1940s and were called ““dilu-
tion effects,”” meaning as one diluted the enzyme con-
centration the activity observed was less than that
expected.

IV. KINETIC CONSEQUENCES OF
COFACTORS

A. Nature and Essentially of Cofactors

Cofactors are small, mostly nonpeptide compounds
which are required for activity of some enzymes.
These include organic compounds, such as NAD™
(nicotine adenine dinucleotide), FAD (flavin adenine
dinucleotide), coenzyme Bj,, triphosphates of adeno-
sine (ATP), cytidine (CTP), and uridine (UTP), as well
as many others (see Ref. 1 and references cited therein).
They also include many inorganic cations and anions
as well as metallo derivatives of organic compounds
(coenzyme Bj,, metal-porphyrin cofactors). See
Table 2 for some specific examples.

The cofactors are essential components of the active
site of many enzymes. They may be required for bind-
ing of the substrate into the active site and/or they may
be essential for the chemical conversion of the sub-
strate(s) to product(s). Therefore, in most cases they
are absolutely essential for activity of the enzyme. Two
examples, of many, explain this importance. There are
> 150 enzymes in the human that require Zn>" as a

Table 2 Importance of Phosphate, Ribose, and Purine and Pyrimidine Bases in Cofactors

Enzyme Cofactor Vitamin Phosphate ~ Ribose Base
Oxidoreductases NAD* Niacin + + Adenine
Oxidoreductases NADP* Niacin + + Adenine
Oxidoreductases FMN Riboflavin + + —
Oxidoreductases FAD Riboflavin + + Adenine
Ligases ATP —* + + Adenine
Ligases UTP — + + Uridine
Ligases CTP — + + Cytidine
Transferases CoA Pantothenic acid + + Adenine
Transferases Acetyl phosphate — + — —
Transferases Carbamyl phosphate — + — —
Tranferases S-Adenosyl methionine — — + Adenine
Adenosine-3"-phosphate-5'-phosphosulfate — + + Adenine
Transferases Pyridoxal phosphate Pyridoxine + — —
and ligases Thiamine pyrophosphate Thiamine + — —

% —, Not present.
Source: Ref. 1.
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cofactor. Without adequate Zn>" intake, which can be
compromised by dietary compounds such as phytic
acid, by pregnancy, etc., > 150 enzymes may not func-
tion at desirable rates. The second example is for the
Fe**—prophyrin—containing enzymes catalase and per-
oxidase. The Fe’*—prophyrin alone converts H,O, to
0, and water at the rate of about 10 sec™'. The protein
portion of the enzyme alone has no activity on H,O,.
The complete enzyme has a catalytic rate of 10’ moles
H,0, converted to product per second per mole of
catalase (turnover No.). H,O, is formed by metabolic
processes of the cells. It has strong oxidative activity
on cellular components. It is absolutely essential to
convert H,O, to O, and water as fast as it is formed.

B. Unique Features of Cofactors

Only limited examples of unique features of cofactors
can be given in this chapter. The reader is referred to
Whitaker (1) and specific references therein devoted to
detailed treatment of this very large topic.

1. Two Types of Cofactors

Mechanistically, the cofactors can be divided into two
groups, the coenzymes and the prosthetic groups. The
coenzymes are loosely bound to the protein and gen-
erally act as a substrate in the catalyzed reaction. The
prosthetic groups are more tightly bound, some cova-
lently, and they are regenerated to the starting form at
the end of the reaction. An example of each type will
clarify these differences.

There are many enzymes that require NAD™' or
NADH as coenzymes. The reaction catalyzed by alco-
hol dehydrogenase is shown in Eq. (27).

k
CH,CH,OH + NAD* k:ll CH;CHO + NADH + H*
(27

This is a reaction requiring the substrate ethanol and
the coenzyme NAD'. NAD™ must bind to the enzyme
first, followed by binding of the ethanol. After cataly-
sis, the product acetaldehyde dissociates from the
enzyme, followed by NADH. This is an ordered BiBi
Mechanism (see Sec. I1.A.2). The reaction is a two-
substrate—three-product (counting the H™) reaction.
It is a reversible reaction with the backward reaction
favored. Coenzymes, being loosely bound to the
enzyme, are generally lost during purification of the
enzyme. The researcher must add the coenzyme back
to the inactive enzyme to restore activity. The concen-
tration of both the apoenzyme and coenzyme will
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determine the overall rate of the reaction. The maxi-
mum rate, V.., will be obtained when all the enzyme
is in the E - CoE - 4 form.

Glucose oxidase (GO-FAD) is a typical example of
an enzyme that requires a prosthetic group for activity.
This enzyme requires FAD (flavin adenine dinucleo-
tide) as the prosthetic group. FAD is bound tightly
to the enzyme so that it is not lost during purification
or during the reaction as shown by Egs. (28) and (29).

k
Glucose + GO-FAD —> §-Gluconolactone
+ GO-FADH,

(28)

GO-FADH, + O, = GO-FAD + H,0, (29)

These reactions [Egs. (28) and (29)] follow a Ping-Pong
BiBi Mechanism, as described by the Cleland nomen-
clature (Eq. 30).

A P B 0

| | T

E—FAD(E—FAD-A:) E-FADH, (E—FADHZ-B:) E-FAD
E-FADH,P E-FAD - BH,

(30)

Note that the prosthetic group FAD remains bound
tightly to the enzyme (FE-FAD indicates covalent
bond), the E-FAD is reduced to E-FADH, by removal
of the two hydrogens from C; of glucose and that the
E-FADH,; is oxidized back to E-FAD by O,, permit-
ting it to be recycled catalytically in the process. The
reaction takes place in two steps with only one sub-
strate bound to the enzyme at a time.

2. Same Cofactor, Different Reactions

Earlier in this chapter, it was stated that Zn>" serves as
cofactor for > 150 different enzyme-catalyzed reac-
tions. But the example chosen here to explain this con-
cept is the prosthetic group pyridoxal phosphate.
Pyridoxal phosphate is involved in amino acid conver-
sion to different products, as shown in Figure 7. The
prosthetic group binds to the amino acid in the same
way, forming a Schiff base intermediate, as shown by
the upper central formula. Which of the reactions is
catalyzed depends on the specificity of the protein
(apoenzyme) and the specific nature of the amino
acid. Therefore, pyridoxal phosphate and apoenzyme
together bind to the amino acid (substrate) to perform
racemization, decarboxylation, deamination, «,8 elim-
ination, B,y elimination, and addition reactions (to
indole to form tryptophan) to give a variety of pro-
ducts.
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Figure 7 Schematic representation of six enzyme reactions in which pyridoxal phosphate is the cofactor. A common Schiff base
intermediate between serine and pyridoxal phosphate is shown in the upper center. The type of enzyme involved determines the

nature of the reaction. (From Ref. 1.)

V. KINETIC CONSEQUENCES OF
ENZYME INHIBITORS

A. Nature of Inhibitors

Enzyme inhibitors are defined as any compound, except
H" ions (see pH effects), which decrease the activity
when added to an enzyme reaction. Many enzyme inhi-
bitors are known. They are used to kill insects or
unwanted plants (herbicides) or animals (rotenone).
They are used to prevent browning or preserve ‘“‘fresh-
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ness” of fruits and vegetables. Many pharmaceutical
compounds are designed to kill microorganisms by
selectively inhibiting their enzyme systems.

Mechanistically, there are two major groups of
enzyme inhibitors. One group inhibits enzymes by
reactions involving covalent bond formation (irrever-
sible inhibitors); the other group inhibits enzymes by
reversible noncovalent bond formation (reversible inhi-
bitors). Both types are important as they decrease or
eliminate enzyme activity.



The rate and extent of inhibition of enzymes by
irreversible inhibitors will depend on concentration of
inhibitor, concentration of the enzyme, and the specific
group modified on the enzyme, as well as pH and tem-
perature. The rate of the inhibition will be relatively
slow (minutes or hours) as a covalent bond is formed.
The reaction cannot be reversed to regain enzyme
activity.

E+I-fi—E—1 (31)

B. Reversible Inhibitors

The rate and extent of inhibition of enzymes by rever-
sible inhibitors also depend on the factors listed above.
However, the rate of inhibition is very rapid (msec) as
a noncovalent complex is formed. Also, the inhibition
can be reversed by removing the inhibitor (by dialysis
or gel filtration). Our attention in this chapter is
focused on the reversible enzyme inhibitors. Defined
kinetically, a reversible inhibitor is one that reacts
with an enzyme in a reversible manner as shown in
Eq. (32), where K; is an equilibrium (dissociation) con-
stant. K; = [E][/]/E - I.

K;
E4+1=FE-I (32)

The reaction occurs within a few msec and the extent
of inhibition is controlled by the concentration of E
and [ and K. Generally, K; for the reversible inhibitors
will be in the range of 107210~ M. If the K, is < 107®
M, the dissociation rate is so slow that there is not a
true equilibrium of the process when perturbed by
addition of substrate.

Based on their different effects on the rates of
enzyme-catalyzed reactions, the reversible inhibitors
can be divided into three types, as shown in Figure
8. The three types are the competitive inhibitors (C),
noncompetitive inhibitors (N), and the uncompetitive
inhibitors (U). The competitive inhibitors (C) com-
pete with the substrate for binding to the active site
of the enzyme. Therefore, the equilibrium involves the
species £, EA, and EC and the free A and C (Fig. 8).
The noncompetitive inhibitors (N) affect the rate of
the enzyme-catalyzed reaction by binding outside the
active site in a way that permits substrate to bind into
the active site but no catalysis of substrate to product
occurs. As shown in Figure 8, the species E, A, EA,
EA', EN, EAN, EA'N, and N can be present. The
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uncompetitive inhibitors (U) bind to the enzyme
only after the substrate has bound. The uncompetitive
inhibitors can also bind to other intermediate
enzyme—product complexes. As shown in Figure 8,
at equilibrium the species 4, E, U, EAU, and EP'U
can exist. Actually, the three types of inhibitors are
distinguishable only experimentally where different
effects on the kinetics are shown. The experiments
must be performed in the absence and presence of
the reversible inhibitor.

Figure 9 shows the kinetic effect of a competitive
inhibitor on the rate of an enzyme-catalyzed reaction,
when the data are plotted by the Lineweaver-Burk
method. As noted, there is no effect of inhibitor on
the y-axis intercept. Therefore V (= V,,,) is the same
in the presence and absence of the competitive inhi-
bitor. But the slope of the line is larger in the pre-
sence of the competitive inhibitor, reflecting the effect
of the inhibitor on K (= K,,) for the reaction as
shown also by the difference in the —x intercept.
The numerical difference in slopes and —x intercepts
in the presence and absence of inhibitors is
1 +[/],/K;. Knowing the [/], added to the reaction,
K; can be calculated. These data were determined for
a linear competitive inhibitor.

Figure 10 shows the kinetic effect of a noncompe-
titive inhibitor when added to an enzyme-catalyzed
reaction. Again, data must be obtained for a control
with no inhibitor and one with a fixed concentration
of the inhibitor. Figure 10 shows that both the slope
and the y-intercept are changed by the term
1+ [/],/K;. There is no effect on the —x intercept.
This is the definition of a simple linear noncompeti-
tive inhibitor.

Figure 11 shows the effect of an uncompetitive inhi-
bitor when added to an enzyme-catalyzed reaction.
Again, a control without inhibitor must be included.
There is no effect of the uncompetitive inhibitor on the
slope of the lines, while there is a marked difference in
the y-intercept (and the —x intercept). The difference in
y-intercept is given by 1 + [/],/K;. The example chosen
is for a linear uncompetitive inhibitor.

The examples given in Figures 9-11 are linear-
behaving inhibitors, as defined in Figure 12. This is
determined from a plot of slope (or intercept) vs. [/],
where experiments at several different [/], are done.
In many cases, one finds that the type of inhibition is
linear. Generally, they will be linear for most compe-
titive inhibitors. But for noncompetitive and uncom-
petitive inhibitors there are more opportunities for
observing hyperbolic or parabolic type behavior.
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Figure 8 Schematic representation of inhibition of enzyme activity by various types of reversible inhibitors. The model for E
shows only the active site with the binding locus (inner void) and the transforming locus, with catalytic groups A and B. The
symbols for the species involved (in parentheses) are: E, free enzyme; EA, enzyme-substrate complex; EA’, acylenzyme inter-
mediate; C, competitive inhibitor; N, noncompetitive inhibitor; U, uncompetitive inhibitor; P; and P, are products formed from
the substrate, A, and EN, EAN, EA'N, EC, and EA'U are complexes with respective enzyme species and inhibitors. All complexes
formed involve noncovalent bonds except EA’, where a covalent bond is formed with catalytic group A. (From Ref. 1.)
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Figure 9 Linear competitive inhibition, plotted by the
Lineweaver-Burk method. V' = V, in absence of inhibitor.
V' = Vyax(1 + (1,)/K;) in presence of inhibitor, K = K, in
absence of inhibitor. K’ = (1 + (1,)/K;) in presence of inhibi-
tor. (Ref. 1.)
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Figure 10 Simple linear noncompetitive inhibition, plotted
by the Lineweaver-Burk method. See Figure 9 for additional

explanation. (From Ref. 1.)
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Figure 11 Linear uncompetitive inhibition, plotted by the
Lineweaver-Burk method. See Figure 9 for additional expla-
nation. (From Ref. 1.)
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Figure 12 Linear, hyperbolic, and parabolic inhibition pat-
terns of enzyme reactions. (From Ref. 1.)

VI. EFFECT OF pH ON ENZYME-
CATALYZED REACTIONS

A. Some Data on pH Versus Activity for
Enzymes

Figure 13 shows the effect of pH on activity of porcine
pepsin, Ficus glabrata peroxidase, bovine trypsin, and
milk alkaline phosphatase. The pH activity curves are
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Figure 13 pH effect on activity of several enzymes. (a)
Pepsin acting on acetyl-L-phenylalanyl-L-diiodotyrosine at
36.7°C with 5 x 107 M pepsin, reaction time 15 min (11).
(b) Ficus glabrata peroxidase acting on 0.03 M guaiacol and
0.005 M H,0, at 30.0°C (12). (c) Trypsin acting on casein
(13). (d) Hydrolysis of 5 x 10™* M p-nitrophenyl phosphate
by crude milk alkaline phosphatase at 35°C in 0.1 M sodium
glycinate buffer, reaction time 15 min (J.R. Whitaker, unpub-
lished data). (From Ref. 1.)

generally bell-shaped, but the left side of the pH curve
for pepsin and the right side of the pH curve for alka-
line phosphatase are steeper than the other side. We
will return to this point later. Not all pH activity
curves are bell-shaped. They may be sigmoidal or
they may be horizontal lines, as is the case for bovine
catalase over the pH range of 3-10.

Table 3 lists the pH optima for 24 enzymes. The pH
optima range from 2 to pepsin to 10 for alkaline phos-
phatase. A number of the enzymes have pH optima
near pH 7 (in the range of 6-8). In the following sec-
tion, the question of why enzymes have pH activity
optima will be addressed. But it should be clear to
the reader that research must determine the effect of
pH on an enzyme in order to know the range in which
it has activity and at which pH the maximum activity is
found.

B. Why Do Enzyme-Catalyzed Reaactions Have
pH Optima?

There are two reasons why pH optima are found for
enzyme-catalyzed reactions. The first is because of pH
instability of the enzymes. The second is because of
ionization of groups in the active site of enzymes, of
the substrates, or of cofactors.



Table 3 pH Activity Optimum of Several Enzymes®

Enzyme pH optimum
Acid phosphatase (prostate gland) 5
Alkaline phosphatase (milk) 10
a-Amylase (human salivary) 7
B-Amylase (sweet potato) 5
Carboxypeptidase A (bovine) 7.5
Catalase (bovine liver) 3-10
Cathepsins (liver) 3.5-5
Cellulase (snail) 5
a-Chymotrypsin (bovine) 8
Dextransucrase 6.5
(Leuconostoc mesenteroides)
Ficin (fig) 6.5
Glucose oxidase (Penicillium notatum) 5.6
Lactate dehydrogenase (bovine heart) 7 (forward
reaction)
9 (backward
reaction)
Lipase (pancreatic) 7
Lipoxygenase-1 (soybean) 9
Lipoxygenase-2 (soybean) 7
Pectin esterase (higher plants) 7
Pepsin (bovine) 2
Peroxidase (fig) 6
Polygalacturonase (tomato) 4
Polyphenol oxidase (peach) 6
Rennin (calf) 3.5
Ribonuclease (pancreatic) 7.7
Trypsin (bovine) 8

4The pH optimum will vary with source and experimental conditions.
These pH values should be taken as approximate values.
Source: Ref. 1.

1. Effect of pH on Instability of Enzymes

The tertiary and quaternary structures of enzymes are
stabilized by noncovalent electrostatic bonds, hydro-
gen bonds, hydrophobic bonds, and covalent disulfide
bonds. The electrostatic bonds, formed between nega-
tive and positive charges on two groups of the enzyme,
are affected by pH. The two predominant prototropic
groups in enzymes are the side chain carboxyl groups
of aspartic and glutamic acid residues (pK, of 3—4) and
the side chain ammonium groups (pK, of ~ 9-10) of
the lysine side chain residues and the guanidinium
groups (pK, ~ 12-13) of arginine residues. In the neu-
tral pH range the ionizable side groups are as —COO™,
H;N"—, and H,N-C(= N*H,)-NH groups, which can
form strong electrostatic bonds (10-20 kcal/mol). But
below pH 3 the carboxyl groups are protonated
(-COOH) and cannot form electrostatic bonds.
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Above pH 10, the ammonium groups are nonproto-
nated (-NH,) and do not form electrostatic bonds.

The active site of bovine catalase has no ionizable
carboxyl or amino groups. Below pH 3 and pH 10, the
electrostatic bonds are nonexistent and the enzyme
loses activity owing to instability. The sharp decrease
in activity of pepsin at pH < 2.0 is because of instabil-
ity. The sharp decrease in activity of alkaline phospha-
tase at high pH is due to loss of electrostatic bonds to
stabilize the enzyme.

2. Effect of pH on the Active Site Essential
Ionizable Groups

Table 4 shows six ionizable groups, their ionization,
pK,, and AH;,, that can be a part of the active site
of enzymes. Kinetically, ionization of one essential
ionizable group gives a sigmoidal pH activity curve,
while two essential ionizable groups, one in the ionized
form and one in the protonated form, give a bell-
shaped curve. In the case of pepsin there is an aspartic
acid carboxyl group with pK, of ~ 1 that is responsible
for the left side of the pH activity curve. This group
must be as —COO™ for the pepsin to be active. The
right side of the pH activity curve is due to ionization
of another aspartic acid arboxyl group that must be in
the protonated form (-COOH) for pepsin to be active.
Therefore, the active site of pepsin has two ionizable
carboxyl groups.

Trypsin has a pH optimum of 7.8. The left side of
the activity curve is due to an imidazolium group (pK,
5.6-7.0) in the active site that must be in the unproto-
nated form (Table 4) for activity of the enzyme. The
right side of the bell-shaped curve is due to the ioniza-
tion of the ¢-amino group (pK, 8.0-8.5) of the N-term-
inal leucyl residue No. 16 (using the protrypsin
numbering). For activity, the amino group must be
in the protonated form.

Effect of pH on the observed activity of enzymes
can be due to any of the components of the reactions
[see Eq. (1)]. This includes ionization of groups on the
free enzyme (FE), the enzyme-substrate complex (EA),
the substrate or any cofactor involved. To be able to
interpret the effect of pH on an enzyme-catalyzed reac-
tion, the researcher must know the stability of the
enzyme at different pHs at the temperature to be
used for activity measurements, the effect of pH on
ionization of group(s) on the substrate and any cofac-
tor. Equally important, the researcher must control the
conditions of the experiment so that the pH effect can
be on the free enzyme ([4], < 0.05 K},,) or on the enzy-
me-substrate complex ([4], > 100 K,). The reader is



Table 4 Prototropic Groups That May Be Involved in Enzyme Catalysis

Grou Tonization K Afion
P PRa (kcal/mol)
Carboxyl —_COOH — —00°+u® o 3.0-32
By, 3.0-4.7 +1.5
Imidazolium - ® 5.6-7.0 6.9-7.5
HNs +_-NH HN_ _N+H
C C
H H
Sulfhydryl — SsH— —s9+p® 8.0-8.5 6.5-7.0
Ammonium —NHY — —nNH, +H® a?, 7.6-8.4 10-13
e, 9.4-10.6
: . O, 4®
Phenolic hydroxyl — OH — —O~ +H 9.8-10.4 6
ONH H
2 ﬁ 11.6-12.6 12-13

Guanidinium | |

—NHCNH, == —NHCNH, + H?

#Located at the end of polypeptide chain. Calories x 4.186=Joules.

referred to the detailed discussion of Whitaker (1) on
this subject. Properly performed experiments are essen-
tially the only way to determine the essential ionizable
groups in the active site of an enzyme and whether they
are involved in binding of substrate or in catalysis of
substrate to product.

VII. EFFECT OF TEMPERATURE ON
ENZYME-CATALYZED REACTIONS

A. General Discussion

Figure 14 shows (solid line) the effect of different tem-
peratures on the velocity of an enzyme-catalyzed reac-
tion. At 20°C, the velocity is constant over the time
period used. At 40°C, there is a small deviation from
a constant velocity (compare the solid experimental line
and the dashed initial velocity line). At 50°C there is
more deviation from a constant velocity. At 55°C and
60°C the constant velocity is maintained for only a very
short time of reaction. As expected, v,(= dp/dt) will be
different depending on the time of the reaction (z,, ¢,
and 1, indicated on the x-axis of Fig. 14). These results
are plotted in Figure 15 as dp/dt vs. temperature. The
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Figure 14 Effect of temperature on rate of product forma-
tion. The solid lines are for experimental data; the dashed
lines are based on initial velocity, v,. (From Ref. 1)

plot of initial velocities vs. temperature is curvilinear.
As explained below, this is the expected relationship
according to the Arrhenius equation. The velocities at
time #; coincide with the expected relationship up to
50°C. Above 50°C, the velocity slows down and then
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Figure 15 Velocity of formation of product as function of
temperature. Data are from Figure 14, taken at time ¢,, #;,
and f,. (From Ref. 1.)

decreases. At time ¢,, the data follow the expected rela-
tionship only to 40°C, slows at 50°C, and decreases at
55°C and 60°C. Therefore, the temperature optima are
60°C, 55°C, and 50°C for the reactions at times ¢, 1,
and 1,, respectively. The difference between the three is
due to the effect of temperature on the velocity of dena-
turation of the enzyme. Therefore, effect of tempera-
ture on velocity of denaturation of the enzyme is an
important factor when one is studying the effect of
temperature on rates of enzyme-catalyzed reactions.

Two other general factors affect the velocity of
enzyme-catalyzed reactions. The factors are the effect
of temperature on equilibria and on the catalytic effi-
ciency of the enzyme.

B. Effect of Temperature on Equilibria

There are numerous equilibria in an enzyme-catalyzed
reaction. These include: (a) solubility of substrates,
especially gases (O, solubility is 2.17 x 1073 M at 0°C
and 1.12 x 107 M at 30°C); (b) pK, of ionizable
groups on the enzyme (see AH;,, in Table 4); (c) change
in pH of buffers (Tris buffer pK, changes 0.24 units/
10°C; see also Table 4); (d) formation and dissociation
of the enzyme-substrate complex and others (see
Whitaker [1] for a more detailed discussion).

C. Effect of Temperature on Catalytic Rates

The catalytic rate of conversion of the substra-
te-enzyme complex to product is controlled by k, [see
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Eq. (1)]. To eliminate the effect of factors listed in
Section VII.A and B, the enzyme should be saturated
with substrate and performed at the pH optimum for
the enzyme-catalyzed reaction, over a temperature
range where the enzyme is stable.

The rate constant, ky = V. /[E],, under the above
conditions is plotted according to the Arrhenius equa-
tion:

ky = Ae E/RT (33)

where A is the Arrhenius constant, E, is the Arrhenius
activation energy, R is the universal gas constant (1.98
cal/mol deg), and T is degrees Kelvin. The plot is
shown in Figure 16. From the right-hand slope, E, is
obtained. The positive slope (left side of Fig. 16) gives
E, for denaturation of the enzyme. The relationship
between E, and AH” from the Absolute Reaction
Rate theory is given by Eq. (34).

AH” = E, — RT (34)
The numerical difference between AH” and E, is 0.6
kcal/mol at 25°C.

D. Effect of Catalyst on E, and Relative Rates

Table 5 shows the effect of different catalysts on rela-
tive rates of some reactions. For example, the conver-
sion of H,O, to O, and H,O relative to no catalyst is
2.07 x 10° times faster for the I~ and 3.47 x 10® times
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Figure 16 Effect of temperature on rate of an enzyme-cat-
alyzed reaction, plotted according to the Absolute Reaction
Rate Theory. The positive slope on the left is for rate of
inactivation of the enzyme. The negative slope on the right
is for effect of temperature on k, for conversion of EA to
products. (From Ref. 1.)



Table 5 Effect of Catalyst on E, and on Relative Rates of Some Reactions

Relative
E, n'/n rates®
Substrate Catalyst (kcal/mol) (25°C) (25°0C)
H,0, None 18.0 5.62 x 1071 1.00
I~ 13.5 1.16 x 1071° 2.07 x 10°
Catalase 6.4 1.95 x 1073 3.47 x 108
Sucrose H* 25.6 1.44 x 107" 1.00
Invertase 11.0 8.04 x 107° 5.58 x 10'°
Carbonic acid None 20.5 832 x 107'° 1.00
Carbonic anhydrase 11.7 246 x 107° 2.96 x 10°
Urea H* 24.5 933 x 107" 1.00
Urease 8.7 3.96 x 1077 425 x 10"

Relative rates calculated are approximate since differences in AS™ are ignored.

Source: Ref. 1.

faster for catalase. n’/n, the fraction of molecules n
with activation energy equal to E, or greater, is calcu-
lated from Eq. (35):

—E,/RT (35)

nin=e

Equation (1) has been used in this chapter to
describe enzyme-catalyzed reactions. Only ground
state species are shown. In reality, activated state spe-
cies should also be included, as shown in Figure 17.
When this is done the complete equation is Eq. (36).

tea--em*

Reaction coordinate

Figure 17 Change in energy along the reaction coordinate
during conversion of A to P in an enzyme-catalyzed reaction
according to Eq. (36). The numbers refer to steps in the
thermodynamic and transition states in the forward direc-
tion. (From Ref. 1.
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E4+A=(E---A7 = EA=(EA---EP)” =

EP=(E---PY =E+P (36)

The rate-determining step is number 4 in Figure 17.
This is the step that requires the most activation
energy. Activation energy is required to convert a
ground state species to an activated species [Eq. (33)].
The thermodynamic energy difference between two
ground state species is calculated using the Van’t
Hoff equation [Eq. (37)].

dIn K. /dT = AH/RT?; ; In Ky /K, =

(37)
AH(T—-T,)/T>T))

E. Factors Accounting for Catalytic Efficiency of
Enzymes

Enzymes are superior biological catalysts as shown in
Table 5. The factors that account for their catalytic
effectiveness are listed in Table 6. Factors 1-4 account
for the rate enhancement due to binding of the sub-
strate stereospecifically (at least three points of attach-
ment) into the active site of enzymes. Factor 1
accounts for much of the rate enhancement, especially
for binding of two or more substrates into the active
site simultaneously (10° and 10'° enhancement for two
and three substrates, respectively). The polymerases
involved in biosynthesis of proteins bind five or more
substrates and cofactors simultaneously into the active
site. Factors 5-7 account for the rate enhancement
during the chemical conversion of the substrate(s) to
product(s).



Table 6 Factors Accounting for Catalytic Effectiveness of Enzymes

Factor Rate enhancement®

1. Formation of stereospecific enzyme-substrate complex 10%; 10%; 10"
(conversion from inter- to intramolecular reaction)

2. Decreased entropy of reaction 10°

3. Concentration of reactive catalytic groups 10°-10*

4. Distortion of substrate 10%-10*

5. General acid/general base catalysis 10%-10°

6. Nucleophilic/electrophilic catalysis 10%-10°

7. Using several steps 10%-10*

Overall rate enhancement 1018-10%

“In some cases these values can be approximated by model experiments. In others, they are the

best estimates available.
For 1, 2, and 3 substrates, respectively.
Source: Ref. 1.

The overall theoretical rate enhancement shown in
Table 6 is 10'®-10°®. The best enzymes, such as catalase
and peroxidase, have rate enhancements ~ 10%.
Therefore the catalytic efficiency of enzymes can be
explained by well-known chemical principles: enzymes
are not magicians.
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I. INTRODUCTION

Enzymes occur naturally in many biological raw mate-
rials and can, together with processing, affect func-
tional properties of foods in many ways. Endogenous
enzymes can have beneficial or detrimental effects on
foods. Some enzymes are positively utilized during
food processing for recovery of byproducts, for devel-
oping new food products, for achieving higher rates
and levels of extraction, or for improving food quality
in terms of, e.g., flavor, texture. On the other hand,
enzymes might also have detrimental effects. Food
spoilage can be caused by enzymes naturally present
in the food, or by enzymes produced by certain micro-
organisms—for example, enzymatic browning reac-
tions in fruits and vegetables by polyphenoloxidases,
or rancidity caused by the presence of endogenous
lipases and lipoxygenases.

As a consequence of the beneficial and detrimental
effects of enzymes, in most food-processing steps con-
trol of enzymatic activity is required. Either one wants
to promote the beneficial effects of the enzyme by
enhancing the enzymatic activity during processing; in
this case knowledge on enzyme stability under the rele-
vant processing conditions is required for process
design (e.g., its thermostability, resistance toward acid
environments). On the other hand, in the case of detri-
mental enzymatic action, one wants to eliminate or
retard the enzymatic reaction, which is often performed
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by inactivation of the enzymes by physical methods
(e.g., thermal blanching) or by inhibition of the enzy-
matic reaction using additives, a chemical method.

The current chapter will particularly focus on the
inactivation of enzymes by the processing factors tem-
perature and pressure, discussing the experimental
design and modeling of kinetic inactivation studies of
enzymes, illustrated by some examples. An extended
overview on thermal and pressure inactivation kinetics
of enzymes is given by Ludikhuyze et al. (1).

II. A GENERAL SCHEME FOR ENZYME
INACTIVATION

A general scheme for thermal enzyme inactivation was
proposed by Lumry and Eyring (2): a reversible partial
unfolding, followed by an irreversible reaction step

K ky
N<«—U—1
where N represents the native, U the reversibly
unfolded and 7 the irreversibly inactivated enzyme.
K (= [N]/[U]) and k;, symbolize the unfolding equili-
brium constant and the rate constant of the irreversible
reaction step, respectively. In the literature, some evi-
dence can be found as to an analogous general scheme
for pressure inactivation of enzymes (3).
If we consider this simple inactivation scheme, the
rate of inactivation is given by Eq. (1):



v =k;[U] ()

Since the measurement of residual activity involves
[N]+ [U] (U will renature upon cooling), the observed
rate of inactivation (k) is:

kie[U] = kobs(INT+ [U]) 2

Because K = [N]/[U], assuming rapid equilibrium, the
experimentally measured rate constant k., can be
mathematically expressed as Eq. (3).

kobs = 1 iHK 3)
At “high” temperature or pressure, where the concen-
tration of the native form ([N]) is much smaller than
the concentration of the reversibly unfolded form
([U]), the second step becomes rate limiting and the
above equation can be simplified to Eq. (4).

kobs = kir (4)

i.e., when the inactivation is examined at “high” inac-
tivation temperature or pressure (far above the dena-
turation temperature or pressure), the influence of the
unfolding-refolding equilibrium is negligible and the
inactivation is only determined by the secondary irre-
versible step.

III. EXPERIMENTAL DESIGN FOR
KINETIC ENZYME INACTIVATION
STUDIES

Enzyme inactivation kinetics can be determined using
either steady-state or un-steady-state procedures (4, 5),
the steady-state procedure being the most straight-
forward approach to study thermal or pressure inacti-
vation kinetics. A classical steady-state experiment
consists of subjecting an enzymic sample to a square
wave temperature and/or pressure profile.

To study thermal inactivation, batch or flow meth-
ods can be used for sample heating and cooling.
Whatever method being used, care has to be taken to
ensure that heating and cooling are quasi-immediate,
or else appropriate compensation for thermal lags has
to be taken into account (e.g., 6, 7), especially when the
heating or cooling lag is not sufficiently small relative
to the half-life* of the reaction. For isothermal batch
treatments, enzyme solutions are usually enclosed in
small, preferably highly conductive vials or tubes
(e.g., glass capillaries, thermal death tubes, thermal

*The half-life of a reaction is the time required to reduce the
concentration (enzyme activity in case of enzyme inactivation
studies) to half of its initial value.
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death cans) to minimize heating and cooling lags.
The samples are immersed in a temperature-controlled
heating bath at constant inactivation temperature for
predetermined time intervals. Immediately upon with-
drawal from the heating bath, the samples are cooled
in ice water to stop the thermal inactivation, and the
residual enzymatic activity is measured.

For pressure inactivation studies, today only batch
methods are available. For pressure treatments, the
enzymic samples should be contained in flexible con-
tainers (e.g., microtubes, plastic bags). Because of adia-
batic heating, pressure buildup is inevitably associated
with temperature increase. At the prevailing high pres-
sure, this temperature increase might provoke a signif-
icant reduction of enzyme activity during pressure
buildup. The temperature reached during pressure
buildup can seriously be reduced by decreasing the
rate of compression. To avoid problems arising from
the temperature increase during pressure buildup, a
possible approach is to exclude the nonisobaric/non-
isothermal phase from the inactivation data by starting
the time course of the experiment (“zero point”) after
reaching the desired pressure and an additional equili-
bration period to allow temperature to evolve to its
desired value. At that moment, the pressure vessel is
decompressed and the activity of the corresponding
enzyme sample is considered as the blank. The use of
this zero-point approach is merely allowed for first-
order reactions (including the special cases of biphasic
and first-order fractional conversion reactions). After
pressure—temperature treatment, enzyme solutions are
cooled in ice water to stop inactivation and reactiva-
tion, and the residual enzymatic activity is measured.
To perform kinetic experiments at elevated pressure
(up to 1000 MPa), specialized high-pressure equip-
ment, consisting of several individual thermostated
pressure vessels, is often used (Fig. 1). Such equipment
allows submission of several samples simultaneously to
treatments at the same pressure and temperature for
preset times.

Upon removal of the denaturing agents (i.e., tem-
perature or pressure), regeneration of enzyme activity
might occur (see above). Hence, it should be experi-
mentally verified whether enzyme reactivation occurs
within a reasonable experimental time after treatment.

IV. MODELING ENZYME INACTIVATION
KINETICS

Kinetics of the enzyme inactivation process describe its
progress in time. The way in which the inactivation



Figure 1 An example of a multivessel high-pressure equip-
ment.

progresses as a function of time is expressed by the
mathematical form of the kinetic model. The rate of
inactivation is reflected by the numerical values of the
kinetic parameter estimates.

Dealing with kinetic studies of thermal or pressure
inactivation of enzymes, the first step of the data ana-
lysis procedure involves the identification of an ade-
quate inactivation rate equation (e.g., first order,
biphasic, nth order) and the identification of a tem-
perature and/or pressure coefficient model (e.g.,
Thermal Death Time model, Arrhenius model,
Eyring model), while the second step is the selection
of a regression method to estimate kinetic parameter
values with the highest probability of being correct.

A. Determination of an Inactivation Rate
Equation

The general rate law to describe the decrease of enzyme
activity (A4) as a function of processing time (t) can be
written as

‘2_1;1 = _kobsAn (5)
where 4 is the enzymatic activity at time ¢, k the reac-
tion rate constant, and #n the reaction order. The order
of reaction can be determined by many different meth-
ods that are briefly discussed by Hill and Grieger-
Block (8) and Laidler (9). Under simple initial and
boundary conditions, the integration of differential
Eq. (5) results in analytical solutions describing the
enzymatic activity (4) as a function of time. In case
of isobaric-isothermal inactivation experiments (i.e.,
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rate constant k not varying with time), Eq. (6) or Eq.
(7) is obtained depending on the reaction order (with
respect to time).”

n=1 A = Ay exp(—kt) (6)

ntgl A=A (= 1) ke (7)

By trial-and-error procedures an estimate of the
reaction order n (with respect to time) can be obtained
by analyzing graphically the trends and/or deviations
from a linear behavior. However, a complication in
determining the order of a reaction from the method
of integration is that little or no distinction can be
made among zero-, first-, and second-order reactions
with respect to time when the response value changes
only little (10). Even when a linear plot is obtained,
conclusions must be drawn cautiously from the data,
especially if the data points correspond to no more
than 10-20% conversion because many mathematical
functions are roughly linear over a sufficiently small
range of variables. According to Arabshahi and
Lund (7), reactions should be followed, where possible,
through at least four to five half-lives (or 1-2 log
reductions). If the method of analysis is not sufficient
to measure response values as low as this, the longest
heating times possible should be used (11). According
to Hill and Grieger-Block (8), one should perform at
least experimental runs in which data are taken at
40%, 50%, or higher conversions.

1.  First-Order Model

Thermal or pressure inactivation of enzymes can often
be described by a first-order reaction [Eq. (6)] (1). This
feature is remarkable since enzyme inactivation is a
complex process involving several events, such as for-
mation and/or disruption of different interactions and/
or bonds, decomposition of amino acids, aggregation,
and/or dissociation. It is therefore suggested that in
case of apparent first-order inactivation processes,
one of these reactions predominates over the others.
If several reactions occur at more or less the same
rate, complex non-first-order inactivation kinetics are
expected (12).

*Note that in the context of enzyme inactivation, the concept
of reaction order is purely empirical and gives no direct infor-
mation about the mechanism of the reaction. This procedure
provides a model which describes the kinetics of a reaction,
but this model should not necessarily be interpreted as repre-
senting the actual mechanism of the reaction.



Under isothermal-isobaric conditions a first-order
reaction can be expressed as Eq. (6), which can be
linearized by a logarithmic transformation, yielding
Eq. (8).

A
ln<A—0> — —kt (8)

where A is enzymatic activity at time #; A4, is initial
enzymatic activity; ¢ is treatment time; and k is the
first-order inactivation rate constant. As an example,
Figure 2 depicts thermal inactivation of tomato pectin
methylesterase, which can be adequately described by a
first-order reaction (adapted from 13). In case of a
first-order inactivation model, the rate constant at a
given temperature and pressure can be estimated by
linear regression analysis of In(4/A,) versus inactiva-
tion time at constant inactivation temperature and
pressure, or alternatively based on Eq. (6) by nonlinear
regression analysis (see below).

In the area of food science and technology, it is
common to characterize first-order reactions using
the Thermal Death Time concept. The decimal reduc-
tion time (D-value) is the time, at a given temperature
and pressure, needed for a 90% reduction of the initial
activity. For a first-order inactivation, D-values and
rate constants are directly related [Eq. (9)].

In(10)

D=
i ©)
Substitution of Eq. (9) into Eq. (8) yields Eq. (10).
A t
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LA RN RN N N N R R RN RE ERRR RN Y]

0 20 40 €0 £ 100 o

time {min

Figure 2 Thermal inactivation curves of tomato pectin
methylesterase (PME) dissolved in 20mM Tris-HCI (pH 7)
at 60°C (), 62.5°C (+), 65°C ([]), and 67.5°C (O). 4, and A
are initial tomato PME activity and activity after thermal
treatment, respectively. (From Ref. 13.)
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The decimal reduction time at a given inactivation tem-
perature and pressure can be calculated from the slope
of a linear regression analysis of log(A/A,) versus inac-
tivation time at constant inactivation temperature and
pressure, or alternatively by nonlinear regression ana-
lysis (see below).

The validity of a first-order inactivating behavior
can be examined by plotting residual enzyme activity
versus treatment time on a semilogarithmic scale and
evaluation of the goodness of fit by means of, e.g.,
lack-of-fit test, coefficient of determination (R?), ana-
lysis of the distribution of residuals.* Residuals of an
appropriate fit represent ony the experimental error
and should therefore be randomly distributed. The
existence of trends in residuals (with respect to either
the independent or dependent variable[s]) suggests that
some systematic behavior is present in the data that is
not accounted for by the model (14), in this case by a
first-order inactivation.

The model for inactivation of enzymes according to
first-order kinetics may be applied in many cases.
However, often more complex inactivation kinetics
are found, because inactivation may occur by consecu-
tive or parallel processes, or owing to the presence of
isozymes, enzyme inhibitors, or other food compo-
nents. Several mathematical expressions have been
suggested for modeling a non-first-order inactivation
behavior. A “‘biphasic” inactivation behavior where a
fast inactivation period is followed by a decelerated
decay, eventually leading to an activity plateau, has
been attributed to the occurrence of isozymes with dif-
ferent stabilities (~distinct isozyme model), to the pre-
sence of a resistant enzyme fraction (~fractional
conversion model), or to intermediate (first-order)
steps in the overall inactivation process (~consecutive
step model).

2. Distinct Isozyme Model

Enzymes characterized by several isozymes can often
be subdivided into two (or more) fractions with differ-
ent processing stability, e.g., one more thermal (pres-
sure) resistant than the other and both inactivating
according to a first-order decay kinetic model. For
constant extrinsic (e.g., pressure, temperature) and
intrinsic factors and assuming that the inactivation of
both fractions is independent of each other, the inacti-
vation can be modeled according to Eq. (11).

*Residuals are the differences between experimentally
observed dependent variable values and those predicted by
the regression equation.



A = A;exp(—k;t) + As exp(—kt) an

where A, is the activity of the more stable enzyme
fraction, A4, the activity of the labile enzyme fraction,
k the first-order inactivation rate constant where the
subscripts s and / for k denote thermostable and ther-
molabile, respectively. As an example of inactivation
according to a distinct isozyme model, thermal inacti-
vation of tomato polygalacturonase (PG) dissolved in
40 mM Na acetate buffer pH 4.4 is depicted in Figure 3.

By plotting the residual activity after different time
intervals versus time, the inactivation rate constant of
the labile fraction k;-value), the inactivation rate con-
stant of the stable fraction (k¢ -value), and the activity
of both fractions can be estimated using nonlinear
regression analysis.

3. Fractional Conversion Model

Fractional conversion refers to a (first-order) inactiva-
tion process that takes into account a nonzero activity
upon prolonged heating and/or pressurizing (= A.,). A
fractional conversion model can be expressed mathe-
matically as Eq. (12).

A=A+ (4 — A)exp(—ki) (12)

This relation is valid in the temperature and/or pres-
sure domain where only the labile enzyme fraction
inactivates whereas the activity of the stable fraction
(A-value) does not change with respect to time. This
nonzero activity may or may not be a function of

0.50

(AA)

0.25

0.co

ime [min)

Figure 3 Thermal inactivation curves of tomato polygalac-
turonase (PG) dissolved in 40 mM Na acetate buffer (pH 4.4)
at 70°C (), 75°C (+), 80°C ([)), 85°C (A), and 90°C (O),
modeled using a distinct isozyme model. 4, and A are initial
tomato PG activity and activity after thermal treatment,
respectively. (From Ref. 15.)
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applied temperature and pressure. As an example of
fractional conversion, thermal inactivation of the
heat-labile fraction of tomato PG dissolved in 40
mM Na acetate buffer pH 4.4 is depicted in Figure 4.

By plotting residual activity after different time
intervals versus time, the inactivation rate constant
(k-value) and the remaining activity after prolonged
treatment (A4,-value) can be estimated using nonlinear
regression analysis.

4. Consecutive Step Model

The consecutive step model is based on a succession of
(two) irreversible (first-order) reaction steps—an irre-
versible conversion of the native enzyme to an inter-
mediate with lower specific activity, and the
subsequent irreversible conversion of the intermediate
to an inactive enzyme form. A consecutive two-step
model can be mathematically expressed as Eq. (13).

k
A= (4= () Jesnthins

k
Az(kl — k2> exp(—k,1)

By plotting the residual activity after different time
intervals versus time, the inactivation rate constants k,
and k, and the activity of both fractions can be esti-
mated using nonlinear, regression analysis. k; and 4
refer to step 1, k, and A, refer to step 2.

(13)
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Figure 4 Thermal inactivation curves of tomato polygalac-
turonase (PG) dissolved in 40 mM Na acetate buffer (pH 4.4)
at 58°C (), 60°C (+), 62°C ([)), and 65°C (O), modeled
using a fractional conversion model. 4, and A are initial
tomato PG activity and activity after thermal treatment,
respectively. (From Ref. 15.)



B. Determination of a Temperature and Pressure
Coefficient Model

1. Temperature Dependence at Constant
Pressure

The temperature dependence of the rate constant k is
often expressed by an activation energy, E,, as indi-
cated in the Arrhenius relationship [Eq. (14)] (16).

E 1 1
kobs = kobs,reﬂ" eXp (Ra (T . - T)) (14)
g re

where kops refr 1S the inactivation rate constant at Ty,
Tt the reference temperature, E, the activation
energy, and R, the universal gas constant (R, = 8.314
J/Kmol). Equation (14) can be linearized which allows
the activation energy at a certain pressure to be esti-
mated based on linear regression analysis of the natural
logarithm of k versus the reciprocal of the absolute
temperature (Fig. 5). Alternatively, the activation
energy can be estimated based on the nonlinearized
Arrhenius relationship [Eq. (14)] using nonlinear
regression analysis (see below).

In the Thermal Death Time model, the temperature
dependence of the D-value is given by the zt-value [Eq.
(15)]. The zt-value equals the temperature increase
necessary to obtain a 10-fold decrease of the D-value.

Tref =T

Dobs = Dobs,releo T (15)

where D,y e 15 the inactivation rate constant at Ti.r,
Tt the reference temperature, and zy the z-value.
After linearization of Eq. (15), the z-value at a certain
pressure can be estimated based on linear regression
analysis of the 10-based logarithm of the decimal
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Figure 5 Arrhenius plot for thermal inactivation of orange
pectinmethylesterase, dissolved in distilled water. (From Ref.
17.)
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reduction time versus temperature. Alternatively, the
z-value can be estimated directly using nonlinear
regression analysis based on Eq. (15).

Food technologists sometimes use the Qy-factor to
describe the temperature dependence of a reaction rate.
The temperature dependence parameter Q, is defined
as the factor by which the reaction rate is increased if
the temperature is raised by 10°C.

2. Pressure Dependence at Constant
Temperature

The pressure dependence of the rate constant is often
expressed by an activation volume (V,), as indicated in
the Eyring equation [Eq. (16)] (18).

v,
kobs = kobs.retP eXp (R—; (P - Pref)) (16)
g

where kp 1s the inactivation rate constant at Pp, Prer
the reference pressure, V, the activation volume at a
certain temperature, 7' the absolute temperature, and
R, the universal gas constant (R, = 8.314 cm’ MPa/
Kmol). Also the Eyring equation can be linearized by a
logarithmic transformation. Hence, plotting the nat-
ural logarithm of the rate constant in function of pres-
sure, the activation volume at a certain temperature
can be derived from the slope of the regression line
(Fig. 6). Alternatively, the activation volume can be
estimated based on the nonlinearized Eyring relation-
ship [Eq. (16)] using nonlinear regression analysis (see
below).

Analogous to the log-linear relationshp between D-
value and temperature, there is often a log-linear rela-
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Figure 6 Eyring plot for pressure inactivation at 45°C of

avocado polyphenoloxidase, dissolved in phosphate buffer
(pH 7, 0.1 M). (From Ref. 19.)



tionship between D-value and pressure [Eq. (17)],
whereby z, is defined as the pressure increase necessary
to obtain a 10-fold decrease of the D-value.

Prer—P

Dobs = Dobs,ref10 P (17)

where D gps rer 1S the decimal reduction time at Prep, Prer
the reference pressure, and zp the z-value at a certain
temperature. Also the zp-value can be estimated using
two different regression approaches: plotting the 10-
based logarithm of D in function of pressure, the zp-
value at a certain temperature can be derived from the
slope of the regression line, or the zp-value can be
estimated using nonlinear regression analysis (see
below).

Analogous to the validity evaluation of a first-order
kinetic model, the appropriateness of the coefficient
models to describe the temperature or pressure depen-
dency of the inactivation rate constant can be evalu-
ated by determination of the goodness of fit of In & vs.
1/T (Arrhenius model), log D versus 7 (TDT model),
In k vs. P (Eyring model), or log D vs. P (PDT model).

3. Combined Pressure-Temperature
Dependence

Based on experimentally determined inactivation rate
constants for an elaborated set of pressure—tempera-
ture combinations, an iso-rate contour plot, connect-
ing pressure—temperature combinations resulting in the
same inactivation rate constant can be constructed.
Iso-rate contour diagrams for pressure—temperature
inactivation of enzymes as well as of microorganisms
are often elliptically shaped. These elliptical pressure—
temperature kinetic diagrams can be modeled on a
thermodynamic basis.

The basic thermodynamic equation governing the
behavior of a system during a pressure and a tempera-
ture change can be represented as Eq. (18).

d(AG) = —ASdT + AVdP (18)

Since the entropy change (AS) and the volume change
(AV) vary with pressure and temperature [Eqgs. (19)
and (20), respectively], Eq. (18) can be reformulated
as Eq. (21) (20, 21).

0AS IAS
oAV oAV
d(AV) = (W)PdT + <W>po (20)
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AG = AG, 4+ AV (P — P,) — AS,(T — T,)

1
+3AKP = Po)’ + ALP = P)T = To)

T
- ACPI:T(IH?O— 1)+T0:|

where ACp is the heat capacity change (T6AS/8T)p,
A¢ the thermal expansibility factor ((SAV/8T)p =
—(8AS/8P)r), and Ak the compressibility factor
(8AV /8 P)y. This thermodynamic model can be con-
verted into a kinetic model through the transition
state theory of Eyring, suggesting that enzyme inacti-
vation is accompanied by the formation of a meta-
stable activated state () which exists in equilibrium
with the native enzyme. This conversion is based on
the substitution of Eq. (22) and Eq. (23) in Eq. (21),
obtaining Eq. (24) to describe the combined pressure—
temperature dependence of the inactivation rate con-
stant.

AG” = —RT In(K7) (22)
kh
F _
K= rkg T (23)
AVE
In(kops) = In(ko) — =7 (P — Po)
AST 1 Ak >
+W(T_ To)—iﬁ(P—Po)
N (24)
— = (P—P)T-T,
=7 o) o)
ACT T
+ 27 [T(lnTo— 1)+ TO}

The model parameters can be estimated using a non-
linear regression analysis, involving an iterative numer-
ical procedure based on the minimal sum of squares.
Figure 7 depicts an iso-rate contour diagram for pres-
sure—temperature inactivation of soybean lipoxygen-
ase, modeled using Eq. (24).

C. Selection of a Regression Model and Method
for Kinetic Parameter Estimation

Several regression models (linear vs. nonlinear mod-
els*) and methods (two-step regression vs. one-step

*A model is linear if the first (partial) derivatives of the model
with respect to the parameters are independent of the para-
meters and consequently higher-order derivatives are zero
whereas in a nonlinear model at least one of the derivatives
of the model function with respect to the parameters depends
on at least one of the parameters.
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Figure 7 Iso-rate contour diagram (k= 0.23 min‘l) for
pressure—temperature inactivation of soybean lipoxygenase
in Tris HCI buffer (pH 9, 0.01 M). (From Ref. 22.)

regression) can be applied to obtain kinetic parameter
estimates. In this paragraph, the selection between a
linear or a nonlinear kinetic model and between a
two-step or a one-step regression method will be dis-
cussed.

1. Selection Between Linear Versus Nonlinear
Models

Because linear least-squares fitting is easier to solve
than nonlinear least-squares fitting, an approach fre-
quently used is to perform (a) nonlinear transforma-
tion(s) of the dependent variable so that a linear model
is obtained from which the least squares estimators of
the linear model parameters can be calculated straight.
Typical examples in the context of enzyme inactivation
include linearization of the first-order rate equation by
a logarithmic transformation of the inactivation data,
or linearization of the temperature and pressure coeffi-
cient models by a logarithmic transformation of the
rate constants. However, one of the assumptions inher-
ent to least-squares fitting (for both linear and non-
linear) is that the experimental errors (in the
dependent variables) are normally distributed (23).
Hence, one should not perform any nonlinear trans-
formation of the dependent variables (such as, e.g., a
logarithmic transformation) that will alter the error
distribution structure if the original data contain
Gaussian uncertainties. When the model is nonlinear
in the parameters no explicit analytical solutions are
available for the parameters or the confidence inter-
vals, and a solution must be found iteratively by linear
approximation. Starting from an initial estimate of the
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parameter values provided by the user, a numerical
algorithm (e.g., Gauss-Newton, Marquardt, DUD) is
used to provide successively better approximations
until the sum of squared residuals do not change
within some specified limit (convergence criterion is
met) so that finally a set of parameter values satisfying
the least-squares criterion is presented. To be more
certain that the minimum found is actually the global
minimum desired and not a local one — it is advisable
to start the nonlinear least-squares procedure at several
different starting estimates of the parameters. If the
final results are independent of the initial values,
there is more confidence that the final parameter values
describe a global minimum.

With the present availability of computing power,
ease of parameter estimation is no longer a valid rea-
son for linearizing models. It may nevertheless be use-
ful to perform a nonlinear transformation in order (a)
to produce a linear plot from which the validity of the
model can easily be interpreted graphically, or (b) to be
able to use a simple linear regression analysis to obtain
reasonable starting values for the subsequent nonlinear
regression routine of the untransformed data.

2. Selection Between Two-Step Versus One-Step
Regression

It is common practice to estimate kinetic inactivation
parameters by an individual, or two-step, regression
method: one estimates at first inactivation rate con-
stants (and possibly other kinetic parameters such as
enzyme fraction, reaction order) from inactivation
data at constant temperature or pressure by linear or
nonlinear regression analysis. In a second step, one
estimates temperature or pressure coefficients from
regression analysis of the obtained inactivation rate
constants as a function of temperature and pressure.

In a global, or one-step, regression approach, one is
considering the inactivation data obtained at different
inactivation temperatures or pressures simultaneously.
To model a global inactivation data set, the tempera-
ture or pressure coefficient model is being incorporated
in the inactivation rate equation. Using nonlinear
regression analysis, one gets estimates of the inactiva-
tion rate constant at reference conditions and a tem-
perature or pressure coefficient.

With regard to the choice between an individual or a
global approach, in the literature, the effectiveness of
several least-squares regression methods for the esti-
mation of kinetic parameters has been assessed mainly
based on comparison of the confidence region for the
parameters estimates and on the quality of fitting (24,



25). These authors concluded that the two-step regres-
sion approach gives the least accurate estimates prob-
ably because it estimates too many intermediate values,
and does not gain strength in the regression by con-
sidering the data set as a whole. Two-step regression
has the disadvantage of applying regression on regres-
sion parameter estimates. Errors on the first regression
estimates are not transformed to the second. On the
contrary, they found a global regression procedure a
very good method which yielded unbiased and precise
estimates of the parameters without estimating unne-
cessary ones. Because of several disadvantages inherent
to the two-step approach, one is advised to analyze
kinetic data sets by a global fit considering the data
set as a whole. Probably the use of a global fit will not
provide the best individual fit at each temperature or
pressure, but the whole set of results will be better
described.

3. Confidence Intervals of Parameter Estimates

Next to the determination of parameter values with the
highest probability of being correct, it is essential to
obtain a realistic measure of the statistical confidence
of the estimated parameters. In the case of linear mod-
els, confidence intervals for the parameter estimates are
exactly defined and symmetrical and their determina-
tion is straightforward while in case of nonlinear mod-
els confidence intervals are not symmetric and only
approximate confidence intervals are provided (26).
The most commonly used method for the evaluation
of the confidence intervals of parameters estimated in a
nonlinear regression procedure is the use of asymptotic
standard errors, computed based on linearizing
assumptions. However, they nearly always provide
incorrect estimates of the actual confidence limits of
the determined parameters because they neglect the
covariances of the simultaneously determined para-
meters and assume normal distribution of parameters.
According to several authors (23, 27-29), asymptotic
standard errors should not be used in case of nonlinear
least-squares analysis since there are many other pub-
lished methods that provide realistic estimates of the
confidence intervals of parameters determined by non-
linear least-squares methods—e.g., the construction of
joint confidence regions for the parameters. Joint con-
fidence regions take into account the correlation
between the simultaneously estimated parameters.
Although the use of joint confidence regions for simul-
taneously estimated parameters is well described in
statistical handbooks, it is rarely encountered in scien-
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Figure 8 90% joint confidence contour of the kinetic para-
meter estimates for thermal inactivation of alkaline phospha-
tase in raw bovine milk (7, = 60°C) (correlation between z
and D, is 0.786). (From Ref. 31).

tific publications. 100(1—¢)% joint confidence regions
can be constructed using Eq. (25) (30).

SSO < SSQ(@){l +mL_pF(p, m—p,1— <p)}
(25)

where SSQ(0) represents the error sum of squares asso-
ciated with the least-squares estimate 6, p the number
of parameters estimated simultaneously, m the number
of observations, and F the upper 1—¢ quantile for an F
distribution with p and m—p degrees of freedom. An
example of a joint confidence region for a set of para-
meter estimates that are highly correlated is given in
Figure 8. It can be seen from Figure 8 that if the para-
meters are rather highly correlated no attempt should
be made to interpret the individual confidence intervals
simultaneously by constructing a rectangular joint con-
fidence interval because a parameter pair may be well
within the individual confidence interval but is very
unlikely to occur since it is very far outside the joint
confidence region. Only if the correlation between the
simultaneously estimated parameters is close to zero
will the rectangular region defined by the individual
confidence intervals approximate to the correct joint
confidence region.
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Regulatory Issues of Enzymes Used in Foods from the

Perspective of the E.U. Market

Danielle P. Praaning
DSM Food Specialties, Delft, The Netherlands

I. INTRODUCTION

Enzymes were used for food production 2000 years
before the birth of Christ. Good examples are bread,
cheese, and beer production. Of course, it was
unknown at the time that it was the enzymes that
were doing the job. Nowadays, the production of
food enzymes has become industrialized. European
enzyme manufacturers are market leaders and cater
~70% of the world’s need for food enzymes, and this
market is still increasing with an annual growth of
about 2%.

These developments have triggered the creation
of national laws and regulations to ensure both
the safety of the consumer and fair trade.
Although many laws in the FEuropean Union
have been harmonized over the last few decades,
this has not (yet) happened in the case of
enzymes.

The European Association of Manufacturers of
Fermentation Enzyme Products (AMFEP), which
was founded in 1977, has set as one of its major
aims the achieving of the widest possible harmoniza-
tion of regulatory requirements for enzymes in the
European Union (E.U.). To achieve this, AMFEP
has initiated discussions with the FEuropean
Commission, national authorities, and the food indus-
try. This chapter presents an overview of the tangle of
present regulations that are applicable for enzymes
when used in food.
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II. OVERVIEW OF APPLICABLE LAWS

In the European Union, there are so-called horizontal
and vertical laws. Horizontal laws are those that cover
all foods. Examples are the laws regarding additives
and those regarding the labeling of foodstuffs.
Vertical laws cover foods with a so-called standard of
identity, also called compositional regulations or
“recipe laws.” Examples of products for which such
standards exist are cheese and bread.

In both cases, vertical as well as horizontal, there
are laws that have been harmonized throughout the
E.U. and laws that are still subject to national legisla-
tion. This situation will probably remain so, especially
in view of the fact that in the treaty signed in
Maastricht in February 1992 (1), the European
Union officially laid down the “principle of subsidiar-
ity,” which states that the European Commission
should not regulate what could be done just as well
or better at the national level.

For products regulated solely at the national level,
the principle of mutual recognition applies. If a pro-
duct is legally produced in one E.U. country, it can
also be sold in another E.U. country, unless this coun-
try has well-founded arguments to reject the product
on the grounds of protection of consumer health, or
one of the other reasons listed in Article 30 of the
Treaty establishing the European Community (2).
Other than in this situation, member states are not
allowed to create unjustified trade barriers.



If one wants to place a new enzyme on the market,
any of the four cases (horizontal versus vertical, har-
monized versus national) can be applicable, meaning
that all possibilities have to be assessed. The following
factors are of importance when establishing how a spe-
cific enzyme is regulated.

1. The purpose of its use. Is the enzyme used only
during processing of the food, or does it still have a
specific function in the final food that is sold to the
consumer?

2. The type of food in which the enzyme is to be
used. Does the food in question have a standard of
identity?

3. The country in which the enzyme is to be used
in food. Applicable nonharmonized regulations will
differ country by country.

4. The origin or source of the enzyme. Industrial
enzymes can be obtained from plant, animal, or micro-
bial sources. These may be regulated differently.
Moreover, some countries have special requirements
for enzymes produced by genetically modified organ-
isms (gmos).

III. E.U. HARMONIZED LAWS

A. Horizontal Harmonized Laws

The relevant harmonized E.U. Directive is the
“Council Directive 89/107/EEC Concerning Food
Additives Authorized for Use in Foodstuffs Intended
for Human Consumption,” also called the Additives
Framework Directive (3).

According to this directive, additives are everything
added to food that is not normally used as a character-
istic ingredient (a characteristic ingredient would, for
instance, be milk in cheese or flour in bread). In the
directive, food additives are divided into those that
have a technological effect in the finished product
and those that do not have a technological effect in
the finished product. Additives of the first category
may only be used if they have been authorized and
included in a positive list together with their so-called
E-number and, if applicable, permitted applications.
Moreover, their presence in the final food has to be
declared in the ingredient list of the foodstuff.
Additives of the second category are exempt from
these obligations; thus they do not have to be author-
ized, or labeled on the final foodstuff. It is rather con-
fusing in practice that only products in the first
category are called additives, whereas products in the
second category are called processing aids.
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The precise definition of processing aid according to
the Additives Directive is:

“Processing aid”” means any substance not con-
sumed as a food ingredient by itself, intentionally
used in the processing of raw materials, food or
their ingredients, to fulfill a certain technological
purpose during treatment or processing and
which may result in the unintentional but techni-
cally unavoidable presence of residues of the sub-
stance or its derivatives in the final product,
provided that these residues do not present any
health risk and do not have any technological
effect on the finished product.

In the case of enzymes, the distinction between the
use as processing aid or additive (or even ingredient) is
not always easy. The existing definitions in E.U. law
are open to interpretation on a number of points. This
makes it difficult to decide in certain applications
whether an enzyme has the status of a processing aid
or an additive. The lack of consistency in the legisla-
tion has already led to regulatory uncertainty and dif-
ficulties surrounding enzymes, which until now had
been regarded as processing aids, suddenly being con-
sidered to be additives.

Recent attempts to bring an increasing number of
enzymes within the scope of the definition of food
additives have principally been based on the argument
that it is only possible to speak of a “residue’ when
there has been a conscious effort made to remove the
enzyme. However, the interpretation of the food indus-
try, and most authorities shared this interpretation
until now, has always been that if an enzyme does
not have a technological function in the final food, it
is a processing aid, even if it remains in the final food in
the small quantity (ppm) in which it was added.

If an enzyme does have a technological function in
the final food, however, it will fall under the Additives
Directive. There are at present only two enzymes fall-
ing under the Additives Directive:

1. Lysozyme, when used as preservative in ripened
cheese.

2. Invertase, when used for soft centered
confectionery.

Confusingly, these very same enzymes may also be
used as processing aids for other food applications!
Thus, in the case of enzymes, one and the same
enzyme can fall under both categories, depending on
its application. If the enzyme has a technological fun-
tion in the final food, it will fall under the Additives
Directive. If it does not have a function in the final



food, it is a processing aid and exempt from the
Additives Directive.

Only when use of an enzyme falls under the Additives
Directive does specific approval by the European
Commission need to be obtained if a company wants
to market a new enzyme. This means that the function-
ality of the enzyme product has to be proved and its
safety has to be evaluated by a specific group of experts
called the Scientific Committee on Food (SCF).

In 1991 the SCF published guidelines for the pre-
sentation of data on food enzymes (4). To obtain
approval, toxicological data need to be submitted.
According to the guidelines, two mutagenicity studies
and a 90-day oral toxicity study in rat are required as a
general standard. However, safety data are not
required for enzymes originating from edible plants
or animals. Presumably, the SCF did not think about
enzymes obtained from genetically modified plants at
the time these guidelines were made.

In the case of microbial enzymes, no safety data are
needed if the microorganism in question has a long
history of safe use in food and belongs to a species
for which documented evidence exists that no toxins
are produced, and the actual strain used is of well-
documented origin. To date, the only such microor-
ganism accepted by the SCF is Saccharomyces cerevi-
siae (baker’s yeast).

B. Vertical Harmonized Laws

There are only two vertical harmonized directives,
those on fruit juices and on wines, in which the use
of certain enzymes is expressly provided for. The
Fruit Juice Directive (5) states that only pectolytic,
proteolytic, and amylolytic enzymes may be used in
fruit juices. The Wine Regulation (6) permits the use
of pectolytic enzymes and of S-glucanase from the
microorganism Trichoderma harzianum only. No
other enzymes can be used unless specific authoriza-
tion, resulting in an amendment of the law, is given.

IV. NATIONAL LAWS

National laws covering the use of enzymes are:

1. The general National Food Safety Laws. Even
when an enzyme is not regulated in a specific Member
State, its use would be subjected to the requirements of
General Food Safety Legislation, which stipulates that
nothing must be added to food which renders it injur-
ious to health.
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2. Horizontal enzymes regulations. There are three
E.U. countries having specific horizontal enzyme reg-
ulations: Denmark, France and the United Kingdom
(see below).

3. Before Spain and Portugal had to implement
the harmonized E.U. Additives Directive, these coun-
tries regarded all enzymes, whether used as additive or
processing aid, as additives. As a consequence, they
were mentioned on the positive additive list and had
to be authorized as such. It may be confusing for these
countries that only very few enzymes are mentioned on
the positive list of the E.U. Additives Directive, while
all other enzymes can still be used, albeit only as pro-
cessing aids. These countries may see this as a legal
vacuum.

4. In addition to the above-mentioned regulations,
most Member States have vertical laws for cheese,
flour, bread, etc., regulating the use of enzymes.
These vertical legislations differ from country to coun-
try, which may not only create trade barriers but also
contribute to a very complicated picture for enzyme
producers and users alike.

Unfortunately, this is also an area where mutual
recognition between Member States does not function
properly. If an enzyme is approved for a certain use in
one Member State, this does not automatically mean
that it is approved for the same use in another Member
State.

A. Horizontal Enzyme Regulations

In the 1970s, the Joint Expert Committee on Food
Additives (JECFA) of the FAO/WHO developed tox-
icological requirements for enzyme products (7)
based on the following classification system: enzymes
from edible tissues of animals; enzymes from edible
parts of plants; and enzymes from microbial origin,
including microorganisms known to be present or
used for food, microorganisms known to be harmless
contaminants in food, and microorganisms unknown
in food.

The main conclusion from this classification was
that no numerical Acceptable Daily Intake or toxicity
studies are necessary for enzyme preparations derived
from edible tissues of animals, from edible portions of
plants, or from microorganisms that are traditionally
accepted as constituents of foods or are normally used
in the preparation of foods.

Moreover, JECFA also established specifications to
which enzyme products should comply (8). These speci-
fications cover limits for certain heavy metals, microbial
contamination, antibiotic activity, and mycotoxin con-



tent. In their guidelines, the SCF has largely followed
the JECFA safety classification and specifications.

Shortly after JECFA development of specifications
and toxicological requirements, the United Kingdom,
France, and Denmark started developing guidelines
for food enzymes. These guidelines were all largely
based on the JECFA requirements and specifications.
Only the French and Danish guidelines have been
turned into genuine enzyme legislation. In the United
Kingdom, it became a Code of Practice to ask for
authorization for a new enzyme preparation on the
basis of the U.K. regulations.

In principle, the French, Danish, and U.K. enzyme
regulations did not mean to differentiate between the
use of enzymes as additive or processing aid. However,
since the use of an enzyme as additive now falls under
the harmonized E.U. Additives Directive, these
national laws now apply to enzymes used as processing
aids only.

In all other E.U. Member States, there is no specific
enzyme legislation. As a result, enzymes when used as
processing aids are merely subjected to the general
National Food Safety Laws if the country in question
has no horizontal law regulating enzymes and if the
application of the enzyme is not regulated in a vertical
way. In such cases, no authorization is needed if a
company wants to put a new enzyme on the market.

1. National Enzyme Law in France

The French Enzyme Decree (9) permits the use of all
enzymes mentioned in an Annex to the Decree. This
positive listing of enzymes is by function, enzyme
name, source, foods in which the enzymes are per-
mitted, and special conditions for use. The list is
updated regularly.

The French Decree also lays down specifications of
purity, which are very similar to the specifications laid
down by JECFA. Furthermore, permitted preserva-
tives and diluents for enzyme preparations are listed.

To obtain approval for a new enzyme, a dossier has
to be filed with the authorities. This dossier should
contain proof of the functionality of the enzyme
(““case-of-need”) and the results of safety studies as
described in the SCF guidelines. In case an already
approved enzyme is to be marketed for a new food
application, only the case-of-need is required.

2. National Enzyme Law in Denmark

In contrast to France, the Danish law (10) does not
contain a positive listing system. All enzyme products
and their applications are simply subjected to a notifi-
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cation procedure. Notification is valid only for a spe-
cific brand or trade name.

The user or importer of an enzyme preparation is
responsible for such notification. It was recently
decided that the information to be contained in the
notification should follow the guidelines laid down
by the SCF. Although the term ‘‘notification” is
used, there is in practice no real difference between
this procedure and an authorization. The authorities
evaluate the dossier, and the product cannot be mar-
keted until all questions about the dossier have been
satisfactorily answered.

3. National Enzyme Regulation in the United
Kingdom

In the United Kingdom, the Ministry of Agriculture,
Fisheries and Food published the Food Advisory
Committee’s (FAC) Report on the Review of
Enzyme Preparations in 1982 (11). This document
was meant to form the basis for a national horizontal
enzyme legislation.

The FAC recommended that food enzymes be
approved only when a technical case-of-need had
been established and they were considered safe for
use in food. General specification requirements were
also outlined. Moreover, the FAC established a posi-
tive list based on source and main enzyme activity. In
this list, enzymes are divided into two groups, A and B.
Group A are enzymes of vegetable or animal origin,
for which no further specifications are necessary.
Group B is a selection of microbial enzymes, which
are temporarily approved for use in food. It was
recommended that these enzymes be reviewed within
2 years of publication of the report.

As a basis for such a review, the FAC recommended
the development of a nonspecific screening test to pre-
vent the marketing of microbial enzyme preparations
containing mycotoxins. However, the development of
the test turned out to be impossible for technical rea-
sons.

As an alternative, the U.K. Committee on Toxicity
(COT) published Guidelines for the Safety Assessment
of Microbial Enzyme Preparations in 1993 (12). These
guidelines are comparable, although somewhat stricter,
to those of the SCF. No U.K. guidelines exist for
enzymes obtained from animals or plants.

Although these COT guidelines have not been con-
verted into a genuine law, they have the same effect
from a practical point of view. Authorization on basis
of the guidelines is required to achieve marketing
approval for a new enzyme preparation.



B. Regulations for Enzymes Produced by
Genetically Modified Organisms (gmos)

The SCF guidelines and the national regulations in the
United Kingdom, Denmark, and France also cover
specific provisions for enzymes made by gmos. In sim-
plified terms this means that the genetic modification
will be evaluated by the authorities before the enzyme
can be approved and that the enzyme preparation
should be free of the gmo and recombinant DNA.

JECFA has also written down general considera-
tions and specifications for enzymes from genetically
modified microorganisms (13). This has not been done
for enzymes obtained from genetically modified plants
or animals. As has been the case for classical enzymes,
these considerations might be used for future E.U. reg-
ulations.

In the Netherlands, a Novel Food Law was passed
in July 1993, covering, among others, all additives and
processing aids made by genetic modification. This law
was issued because of the delays in the adoption of the
harmonized European Novel Food Regulation, but it
has now been replaced by the latter.

The E.U. Novel Food Regulation was finally
adopted in January 1997 and entered into force in
May of that year (14). This regulation covers novel
foods and food ingredients, but, in contrast to the
Dutch Novel Food Law, additives (including proces-
sing aids) are outside its scope.

During the prolonged discussions on this regula-
tion, the European Parliament obtained a commitment
from the European Commission that an investigation
would be carried out as to the need to fill gaps in the
area regulating the protection of public health, parti-
cularly with respect to processing aids (e.g., enzymes),
and that furthermore, where necessary, these gaps
would be filled by proposals for additional legislation.

As a result, the Commission added the following
statement to the Novel Food Regulation:

The Commission confirms that should it appear
in the light of experience, that there are gaps in the
system of protection of the public health provided
for by the existing legal framework, in particular
in respect of processing aids, it will formulate
appropriate proposals in order to fill those gaps.

In an attempt to include gmos enzymes when used
as processing aids into the scope of the E.U. Novel
Food Regulation, the Dutch authorities in July 1997
wrote a proposal to regard enzymes that are not
removed from the final food as ingredients instead of
processing aids. In this way, such gmos enzymes would
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be covered by the E.U. Novel Food Regulation. Owing
to strong opposition of the French authorities, the
Dutch proposal has not been accepted. Instead, the
European Commission was asked by the Member
States to prepare a paper regarding the present legal
situation for food enzymes. The European
Commission transferred this task in October 1998 to
a so-called Scientific Cooperation (SCOOP) task force,
in which experts from various Member States partici-
pated. The four objectives of the SCOOP task force
were to: make a list of food enzymes in use in E.U.;
study the way they have been evaluated for their safety;
make overview of the current legal situation; and find
criteria for distinguishing between the use of enzymes
as additives, processing aids, or ingredients.

The SCOOP task force finished its work at the end of
2000. The report however, has not yet been published at
the time of this writing. One of the main conclusions the
SCOOP task force drew was that the present definitions
on additives and processing aids do not provide suffi-
cient criteria to distinguish between the use of enzymes
as an additive or as a processing aid. The problem on
how to distinguish between additives and processing
aids is also being discussed at international level,
namely within the Codex Committee for Food
Additives and Contaminants. The results of this discus-
sion, which may take several years, can potentially have
a great impact on the way enzymes are regulated in
future in the European Union and elsewhere.

In July 2001, the European Commission adopted
two new proposals for regulating products derived
from gmos: (a) a proposal for regulation of genetically
modified Food and Feed (15); (b) a proposal for reg-
ulation concerning traceability and labeling of gmos
and traceability of food and feed products produced
from gmos (16). Before becoming law, the proposals
will first have to be accepted by the European
Council and Parliament, a process that may take sev-
eral years. The proposals will replace the above-
mentioned E.U. Novel Food Regulation as far as
products derived from genetic modification are con-
cerned. Again, enzymes when used as processing aids
in food are explicitly exempted from the proposals.
Whether this will again lead to discussions within the
European Parliament remains to be seen.

V. PROBLEMS
A. Consequences of Present Regulatory Situation

Since mutual recognition among Member States does
not function properly, the enzyme industry is con-



fronted with an unnecessary burden to obtain
approvals for the use of a new enzyme in food in indi-
vidual Member States. It goes without saying that it
will potentially save cost and time if there were only
one approval system. Furthermore, there is not always
mutual recognition as regards the type of safety tests to
be performed. This may lead to unnecessary use of
laboratory animals. The approval of an enzyme is
thus governed by the toughest standard in any one
country.

There is no harmonized system and there are no
fixed time limits for approvals resulting in uncertainty
about return on R&D investments for the enzyme
industry.

Member States still apply certain national rules on
production within their own territory, which leads to
so-called reverse discrimination. Enzyme and food
producers are particularly affected by this mechanism.
Enzyme producers are in principle able to sell their
products throughout the European Union, but the
remaining national rules in some Member States pre-
vent the food producers, in their own Member State,
from actually using the food enzyme in question, mean-
ing that they simply will not buy the enzyme!

Nevertheless, foodstuffs produced with such
enzymes can be imported into these Member States
owing to the open E.U. market. Thus, such Member
States discriminate against the production of particular
foodstuffs in their own country.

The reverse discrimination leads to unequal starting
points for food producers in the various Member
States and limits their flexibility in shifting manufac-
turing.

The lack of consistency and clarity in the legislation,
such as the different interpretations in Member States,
of the terms processing aid, additive and ingredient,
leads to legal insecurity for the enzyme producers as
well as the food producers. In some cases, Member
States use the situation as an argument for not giving
approvals: “We are waiting for Brussels.” In other
cases, Member States expressed their desire to develop
their own national enzyme legislation which would
result in an even more fragmented situation.

In the absence of a harmonized legal situation, the
food industry creates its own rules, leading to an even
more complicated and costly situation for the enzyme
industry. Political parties, Parliament, and action
groups are calling for enzyme regulation, especially
for enzymes obtained from gmos.

Especially in countries without an enzyme legisla-
tion, like Germany, the lack of regulation can lead to
low consumer confidence. Various television programs
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and articles have insinuated that enzymes lead to food
allergy and that enzymes produced using gmos might
lead to an increase in this problem.

For all these reasons, AMFEP is in favor of a clear,
simple, and more harmonized regulatory regimen for
food enzymes in the European Union. Such a regimen
would not only solve mutual recognition problems, but
also fill the perceived gap in the E.U. Novel Foods
Regulation. It may also contribute to improving public
confidence by increasing the transparency of the safety
evaluation of food enzymes.

B. Wishes of the European Enzyme Industry for
the Future

The wish of AMFEP is to have a future regulatory
regimen for food enzymes which:

1. Leads to only one approval system, thus less
burden, less time, less money.

2. Eliminates the present lack of mutual recognition

and thus trade barriers.

Simplifies and clarifies the legal situation.

4. Removes present legal gaps, giving more legal
security to producers and users.

5. Ensures a high level of protection of public
health, leading to improved consumer confidence.

6. Ensures that legislation is primarily based on
scientific evidence and risk assessment.

7. Improves the image of producers of food
enzymes and its users, the food industry.

W

Whatever future regulatory situation is created,
AMFEP would like the following five principles to
be fulfilled:

1. Nondiscrimination of gmos enzymes. Gmos
enzymes should not end up in a separate legislation,
for instance under the E.U. Novel Food Regulation.

2. Grandfathering mechanism. Enzymes that are
already on the market should be able to stay on the
market.

3. Processing aid status or a category in their own
right. There should be no more case-by-case discus-
sions about whether a specific enzyme is applied as
processing aid, additive, or ingredient. They should
all be given the same status. That might be a category
in their own right, as is the case for flavors in the E.U.

4. Application of SCF guidelines for safety testing.
There should only be one standardized way to do this.

5. No fragmentation through different legislation.
The complicated way enzymes are regulated now
should be simplified. All food enzymes should be regu-
lated in a uniform way.



VI. SUMMARY

There is no overall E.U. regulatory regimen for
enzymes. Most enzymes are exempted from the harmo-
nized E.U. Food Additives Directive because they are
used as processing aids and not as additives with a
function in the final food. Enzymes are, however, sub-
jected to many different national legislations in the
E.U. Member States. The result of these differences
in legislation is a lack of consistency in the way
enzymes are regulated throughout the E.U.
Therefore, for the global enzyme producer, the produc-
tion and marketing of an enzyme product is governed
by the toughest standards in any one E.U. country.
The enzyme industry is in favor of a more uniform
and harmonized regulatory regimen in the European
Union.
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I. INTRODUCTION

Thousands of enzymes are found in all of the raw
materials (plants, animals, microorganisms) produced
for foods. In those consumed raw, the enzymes are
active when ingested but are generally denatured by
the acid pH of the stomach. They then become a
(small) part of our total daily protein requirement.
When foods are processed prior to eating by heating,
the enzymes are denatured. In dried and freeze-dried
products, the enzymes may be in active form. In fruits
and vegetables, such as apricots, apples, dates, plums,
potatoes, mushrooms, teas, etc., the enzymes are still
active and must be inactivated by blanching (~ 85°C),
or controlled by adding enzyme inhibitors such as
bisulfite, ascorbic acid, or other specific inhibitors
before drying. But these naturally occurring enzymes
are not regulated. If an enzyme is added (by biotech-
nology) to a plant to increase the level of enzyme, such
as overproduction of S5-enolpyruvylshikimate-3-phos-
phate synthase (EPSPS) or cloning a mutant gene
encoding EPSPS that is insensitive to glyphosate to
prevent killing of the plant by the herbicide glyphosate,
while the unwanted grasses and weeds are killed, this is
regulated. When an enzyme is added during the pro-
cessing of a food, this is regulated.

Addition of enzymes, whether to increase the level of
the enzyme or to include a new enzyme in a live plant or
animal or microbe to be used as food, is regulated by
the U.S. Department of Agriculture (USDA) via the
Animal and Plant Health Inspection Service (APHIS),
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the Food Safety and Inspection Service FSIS), and the
Grain  Inspection, Packers, and  Stockyard
Administration (GIPSA) or by a state department of
agriculture. Increases, or decreases, of some enzyme
levels, such as polyphenol oxidase, can be done by stan-
dard breeding methods. The insertion of a new gene
and its expression to change the sensory, nutrition, cli-
mate tolerance, insect resistance, or storage properties
of the living organism is generally done by genetic engi-
neering. The “inventor” must demonstrate that there
are no harmful effects to humans or the environment,
including other types of activities (allergenic, for exam-
ple) of the food produced from such modifications. The
federal and/or state departments of agriculture are
responsible for enforcing such modifications to living
potential food sources.

Additions of enzymes to food materials during pro-
cessing are regulated by the Food and Drug
Administration (FDA) unit of the Department of
Health and Human Services. Specifically, the Center
for Food Safety and Applied Nutrition (CFSAN) of
FDA is assigned this responsibility. In carrying out its
responsibility, it may request advice from the National
Academy of Sciences (NAS) or other expert bodies and
scientists. The regulations of FDA become binding
when published in the Federal Register (published by
the Office of the Federal Register, National Archives
and Records Administration of the U.S. Government
Printing Office).

The regulations are not only published in the
Federal Register, but can be found also on several



electronic Web sites. These web sites include:
http://www.fda.gov/; http://vm.cfsan.fda.gov/list.html;
http://vm.cfsan.fda.gov/~dms/reg-2.html;  http://vm
.cfsan.fda.gov/~dms/eafus.html;  http://vm.cfsan.fda
.gov/~Ird/biotechm.html; http://vm.cfsan.fda.gov/cgi-
bin/ws.cgi?Q. .. +and + food + additives + (or use OR
in place of AND); http://frwebgate.access.gpo.gov/cgi-
bin/multidb.cgi.

The EAFUS (“Everything” Added to Food in the
United States) Web Site (above) is an informational
database maintained by the FDA Center for Food
Safety and Applied Nutrition (CFSAN) under the pro-
gram Priority-based Assessment of Food Additives
(PAFA).

It contains administrative, chemical and toxico-
logical information on over 2000 substances
added to food, including substances regulated
by the FDA as direct, “secondary’ direct, and
color additives, and Generally Recognized As
Safe (GRAS) and prior-sanctioned substances.
In addition, the database contains only adminis-
trative and chemical information on less than
1000 other substances (without toxicological
information). The more than 3000 total sub-
stances together comprise an inventory often
referred to as EAFUS [quoted from EAFUS
database].

This list of (of some 3000) substances contains
ingredients added directly to food that FDA
has either approved as food additives or listed
or affirmed as GRAS. Nevertheless, it contains
only a partial list of all food ingredients that may
in fact be lawfully added to food, because under
federal law some ingredients may be added to
food under a GRAS determination made inde-
pendently from the FDA. The list therefore con-
tains many, but not all, of the substances subject
to independent GRAS determinations. For infor-
mation about the GRAS notification program
please consult the Inventory of GRAS
Notifications [on the EAFUS data base].

The EAFUS database is 201 pages in length.

II. ORIGIN AND HISTORY OF THE U.S.
FOOD AND DRUG ADMINISTRATION

A. Origin

Regulations to prevent adulteration or sale of unfit
food in Great Britain have existed since the early

Copyright 2003 by Marcel Dekker, Inc. All Rights Reserved.

13th century. The Sale of Food and Drugs Act of
the United Kingdom was passed in 1875. The U.K.
Act was amended by the Food and Drug Acts of
1938 and 1955. A major reason for the amendments
was to improve the control of the increasingly com-
plex process of food preparation and sale (1). The
U.K. Act prohibited the sale of any food in which
substances were added or deleted, or in which the
food was processed in a manner that might be unsafe
to human health. Other offenses included the sale of
misbranded, falsely described foods, and misleading
claims about the nature of the product, its substance,
or its quality.

The United Kingdom in concert with other coun-
tries of the European Union (E.U.) have worked to
standardize the regulations to simplify trade of foods
among the European Union (see Chapter 6 of this
book by Praaning).

In the United States, the first Federal Food and
Drug Law was established in 1906 (2). The legislation
was the basis for passage of several food standards of
identity, as well as the prohibition of sale of toxic,
unsanitary, adulterated, or misbranded foods. The
law required the federal government to prove that
suspect foods were toxic or harmful to human health.
This law remained in effect until 1938, with two
minor revisions in 1907 and 1912. In 1938, Congress
enacted the Federal Food, Drug, and Cosmetic Act,
following the death of 70 people who took the drug
“Elixir Sulfanilamide.” The provisions of the act
were: (a) the establishment of the FDA, the primary
functions of which were administrative and provided
only for the prohibition of the use of known toxic
substances as food additives; (b) the establishment
of standards of identity and food quality, as well as
(c) mandates to provide for honest labeling and safe
packaging.

In 1958, the Food Additive Amendment was
enacted because of increasing concern by physicians
and consumers that chemical additives were a possible
cause of cancer. Following deliberations of the
Delaney Committee, an amendment was passed
(1960) that required the FDA to consider “safety fac-
tors which, in the opinion of experts qualified by
scientific training and experience to evaluate the
safety of food additives, are generally recognized as
appropriate for the use of animal experimentation
data.” This amendment required that the safety of
ingredients and products be established before the
consumer was exposed to them. Thus, the onus of
establishing food safety was transferred to the manu-
facturers, along with the mandated requirement for



animal testing prior to marketing of the food. One
clause of the amendment, known as the Delaney
clause, caused major scientific and public controversy.
It stated: “No food additive shall be deemed to be
safe if it is found to induce cancer when ingested by
man or animals” (3). The net result was that all the
compounds classified as GRAS required new petitions
to FDA that not only addressed the safety of the
food additives but also the reagents used in prepara-
tion and use of the food additives. Since enzymes
were classified as food additives in 1906, they had
to be analyzed for safety, activity, and usage level
in relation to the food in which they were included.
Nelson (4), Hickman (5), and Roland (6) have written
thorough and thoughtful reviews of the issues and
problems caused by this ruling.

B. Role of the FDA in Regulation of Enzymes in
Food

Food enzymes are derived from cells of living plants,
animals, and microorganisms. The enzymes, known or
unknown, have been a part of the food of humans, as
well as animals, as long as humans have been on earth.
The enzymes are an essential part of germination of
seeds and reproduction of animals and microorgan-
isms, growth of organisms, maturation, storage and
utilization in producing the food and in its digestion
to the building blocks for proteins, lipids, carbohy-
drates, and nucleic acids of all animals, including
humans. From early times enzymes from plants, ani-
mals, and microorganisms were used to modify the
taste, aroma, color, texture, and digestibility of agri-
culture products. Many major food industries (baking,
brewing, dairy, meat, and fruits) are dependent on the
utilization of enzymes for production of breads, beers,
cheese, fruit juices, etc.

Up to 1958, enzymes were considered as food (pro-
tein) or food additives but safe, since they had been
used in food since humans first appeared on earth. But
since 1958, the FDA has viewed enzymes as food addi-
tives, not food. However, until 1972 when the FDA
suspended the “generally recognized as safe”” (GRAS)
status, enzymes were considered to be safe, since they
came from natural sources and are proteins, and a part
of all raw foods. They also had an excellent safety
record for many hundreds of years.

The 1958 Food Additive Amendment defined
enzymes as food additives, rather than as foods, food-
stuffs, or foreign substances found in very small
amounts or familiar substances as some other coun-
tries did.

Copyright 2003 by Marcel Dekker, Inc. All Rights Reserved.

Food additives, as defined by the 1958 Food
Additive Amendment are:

Any substance the intended use of which results
or may reasonably be expected to result, directly
or indirectly, in it becoming a component or
otherwise affecting the characteristics of any
food (including any substance intended for use
in producing, manufacturing, packing, proces-
sing, preparing, treating, packaging, transport-
ing, or holding food; and including any source
of radiation intended for such use); if such sub-
stance is not generally recognized among experts
qualified by scientific training and experience to
evaluate its safety as having been adequately
shown through scientific procedures (or, in the
case of a substance used in food prior to 1
January 1958, through either scientific proce-
dures or experiences based on common use in
food) to be safe under the conditions of its
intended use.

The term food additive thus covers any substance
(i.e., enzyme) directly added to food. Indirect additions
to food during processing which become a component
of the food are also included.

The 1958 Food Additive Amendment established
three categories of food additives for foods. They were:

1. Food substances “‘grandfathered” into the cate-
gory Generally Recognized as Safe (GRAS), or those
substances for which prior sanctions had been pre-
viously established.

2. Substances deemed as automatically unsafe as
defined by the Delaney clause, “no additive shall be
deemed to be safe if it is found to induce cancer
when ingested by man or animal, or if it is found,
after tests which are appropriate for the evaluation of
the safety of food additives, to induce cancer in man or
animals.”

3. All other food and color additives which need
to be tested for safety on an individual basis.

In 1972, FDA revoked the GRAS or prior sanction
status of all pre-1958 additives (which to this time were
cleared under the “grandfather clause” of long use that
had shown them to be safe, including enzymes) despite
a lengthy report by the Ad Hoc Enzyme Technical
Committee (AHETC), established in 1969; membership
consisted of representatives from most of the firms that
manufactured or marketed enzymes in the United
States. The sole purpose of the AHETC was, and is,
to deal with regulatory issues and requirements invol-
ving enzymes with the FAO/WHO Joint Expert



Committee on Food Additives (JECFA), a committee
of outstanding scientists with experience in food toxi-
cology from England, France, Japan, Italy,
Switzerland, Holland, Australia, Russia, and the
United States. After initial review the updated report
was submitted to the FDA and to the Subcommittee on
Codex Specifications, Committee on Food Protection,
National Research Council for inclusion in the Food
Chemicals Codex (published in 1974). Despite these
extensive efforts by AHETC and JECFA, the FDA
made it clear that further information would be
required before any enzyme, even those with a long
history of use, would be confirmed as GRAS.

At the 1997 Annual Meeting of the Institute of
Food Technologists, Corbin Miles of the FDA’s
Bureau of Foods described the FDA strategy for
enzyme GRAS affirmation. A summary of that report
is found in Nelson (4), which is quoted here.

FDA will again review information on enzymes
and enzyme sources, particularly microbial-
derived enzymes. FDA has continued to seek
such information, including requests published
in the Federal Register. Essentially, FDA will
hew to the present requirements for food addi-
tive petitions. Any enzyme which was GRAS
under the 1958 amendment will require signifi-
cant safety information before it will be
included in the present GRAS list. Mr. Miles
stressed that the activity of the enzyme and
the utilization of such activity in the manufac-
ture or modification of foods must be described
in some detail. Any GRAS regulations on
enzymes must include all conditions of use
which have been evaluated. Mr. Miles stated
that trade secret information (if different than
that publically available or proposed) must be
submitted. He suggested that trade secret infor-
mation be submitted via an additive petition
which can be exempt from the Freedom of
Information Act.

The first impression of those of us familiar with
enzymes (biochemists, members of AHETC and
JECFA, and perhaps the E.U. Scientific European
Committee on enzyme usage in foods) was that this
was a very harsh and unjustified position to take on
the clearance of enzymes in food processing and man-
ufacture. But when one recalls that commercial
enzyme products are at most 1% of the desired
enzyme and 99% of other materials including trace
amounts of other enzymes, purification materials,
etc., the view of FDA can be rationalized. Perhaps,
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or not, the use of higher purity enzymes produced by
genetic engineering will alleviate some of the pro-
blems with extraneous materials, including fragments
of microbial cells.

Nelson (4) has discussed the lengthy time required
for review of petitions by FDA. The minimum time
may be 18 months. But with requirements for toxicol-
ogy and mutagenicity studies with animals of up to 2
years, the time can be 3 years or more, at a cost of
hundreds of thousands of dollars (7). Only enzyme
products with high economic value expectations are
likely to be submitted for review. Anticipated revenue
from food enzyme products in no way compares with
that of enzyme products from drug companies, espe-
cially since the latter have to be pure!

C. GRAS Petitions to FDA

A GRAS petition for FDA review looks like the fol-
lowing (6).

1. Clearly state the intent of the petition to demon-
strate safety, based on one common use in foods for
the enzyme and/or the end product. Alternatively,
establish safety through the publication of adequate
supporting data.

2. Identification of the enzyme: (a) class; (b) spe-
cies; (c) strain-variety; (d) enzyme source.

3. Method of preparation: (a) complete medium
composition; (b) mechanical units used to produce;
(¢) fermentation conditions (aeration, agitation, tem-
perature, pH).

4. Enzyme specifications: (a) single enzyme, multi-
ple enzymes, or whole cells; (b) impurities, i.e., heavy
metals, solvents; (c) comparative compositional data
on a minimum of five processes of the enzyme.

5. Methods of enzyme recovery: (a) types and
levels of solvents employed; (b) types of processing
aids, i.e., filtration, flocculation; (c) other.

6. Toxicological data on enzyme or microorgan-
ism: (a) organism must be non pathogenic; (b) organ-
ism must not produce mycotoxins or other toxic
chemicals; (c) organism must not produce antibiotics.

Ebert (8), Aunstrup (9) and Grasso (10) have
designed formats for typical toxicological evaluations
on animals. Table 1 is from a publication of Dr. Ebert
(8).

Both FDA and USDA, in reviewing a petition, may
ask advice from the National Academy of Sciences, the
Federation of American Societies for Experimental
Biology, Special Advisory Committees, and individual
consultants.



Table 1 Typical Toxicological Evaluation of Food Additives

Study Scope
Acute
Oral LDs, Two species (min) range find for subacute studies.

Dermal
inhalation LDy,

Subacute
90-day feeding
control.

As needed (OSHA requirements, etc.).

Two species: one nonrodent, dog preferred. Three levels (min) plus

Complete biochemical and histopathologic workup on control,
highest level fed. Other levels if needed. Define no-effect level.
High level to give effect.

Chronic

2 years™

Two species—rat/dog. Carry rat to 25% survival of controls.

Perhaps combine with three-generation reproduction study.
Three levels plus control. Complete biochemical and
histopathologic workup.

Metabolic fate

Search for animal model for man. Absorption, distribution kinetics,

organ/tissue concentration (if any) metabolic products defined.

Special Carcinogenicity, teratology, cytogenicity (host mediated, dominant
lethal, chick embryo).

Interaction Special dietary restrictions, drug interactions.

Source: Ref. 8.

M. CURRENT STATUS OF ENZYME
REGULATIONS (11)

Since the beginning of federal regulations involving
enzymes they have been, and continue to be, classified
as food additives. As noted earlier in this chapter, they
were originally classified as GRAS. But after 1958,
when the Food Additive Amendment was passed,
safety of the enzyme-containing product had to be
addressed, and in 1972, all GRAS status was revoked.
As pointed out in Section II above, these changes
require extensive data in the petition asking for rein-
statement of GRAS status.

Regulation of food additives is covered in the Code
of Federal Regulation Title 21, §170-199 (11).
Enzymes are covered collectively with other food addi-
tives in Part 170—Food Additives, Chapter 1, Food
and Drug Administration, Department of Health and
Human Services Subchapter B, Food for Human
Consumption as to regulation procedures, in §171,
Food Additive Petitions; in §173, Secondary Direct
Food Additives Permitted in Food for Human
Consumption; and in §184, Direct Food Substances
Affirmed as Generally Recognized as Safe.
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A. §170—Food Additives and Food Additive
Petitions

§170—Food Additives is a general section for all food
additives (pp 5-10). §171—Food Additive Petitions is a
general section on how to petition FDA for approval
of a food additive (pp 21-26). Both must be consulted
for the general aspects pertaining to definitions, classi-
fication of foods and ingredients, and general policies
on food additive regulations. The topics covered are
given in Table 2.

B. §173—Secondary Direct Food Additives

§173—Secondary Direct Food Additives Permitted in
Food for Human Consumption, Subpart B—Enzyme
Preparations and for a Human Consumption, Subpart
B—Enzyme Preparations and Microorganisms lists
those enzymes and microorganisms that have been
affirmed by FDA and on what basis they were
approved (Table 3). Note that all the enzymes are
from microorganisms.



Table 2 Code of Federal Registrations 21. Food and Drugs. Part 170—Food

Additives®
Subpart A—general provisions
§170.3 Definitions
§170.6 Opinion letters on food additive status
§170.10 Food additives in standardized foods
§170.15 Adoption of regulation on initiative of Commissioner
§170.17 Exemption for investigational use and procedure for obtaining
authorization to market edible products from experimental animals
§170.18 Tolerances for related food additives
§170.19 Pesticide chemicals in processed foods

Subpart B—food additive safety

§170.20 General principles for evaluating the safety of food additives
§170.22 Safety factors to be considered

§170.30 Eligibility for classification as generally recognized as safe (GRAS)
§170.35 Affirmation of generally recognized as safe (GRAS) status

§170.38 Determination of food additive status

§170.39 Threshold of regulation for substances used in food-contact articles

Subpart C—specific administrative rulings and decisions

§170.45 Fluorine-containing compounds
§170.50 Glycine (aminoacetic acid) in food for human consumption
§170.60 Nitrites and/or nitrates in curing premixes

YAUTHORITY: 21 U.S.C. 321, 341, 342, 346a, 348, 371.
Source: 42 FR 14483. Mar. 15, 1977, unless otherwise noted.

Table 3 Secondary Direct Enzymes and Microorganisms Permitted in Food for Human Consumption®

Subsection Enzyme Source

§173.110 Amyloglucosidase Rhizopus niveus

§173.120 Carbohydrase and cellulase Aspergillus niger

§173.130 Carbohydrase Rhizopus oryzae

§173.135 Catalase Micrococus lysodeikticus

§173.140 Esterase-lipase Mucor miehei

§173.145 Alpha-galactosidase Mortierella vinaceae var. raffino seutilizer
§173.150 Milk-clotting enzymes microbial (1) Endothia parasitica

(2) Bacillus cereus

(3) Mucor pusillus Lindt

(4) Mucor meihi Cooney et Emerson

(5) Aspergillus oryzae (recombinant modified)

§173.160 Several enzymes (citric acid production) Candida guilliermondii
Several enzymes (citric acid production) Candida lipolytica
§173.170 Aminoglycoside 3'-phosphotransferase 1I (Escherichia coli, using klan” gene)

(CAS Reg. No. 58943-39-8)

4From Code of Federal Regulations 21. Food and Drugs. Part 173, Published in the Federal Register No. 21, pp 111-124,
April 1, 2000.
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A closer look at the approval use of microbial milk-
clotting enzymes is instructive as to understanding the
FDA approval process, including the conditions given
in §173.150.

C. §184—Direct Food Substances Affirmed as
Generally Recognized as Safe (GRAS)

(a) The direct human food ingredients listed in

Milk-clotting enzymes produced by pure-culture
fermentation process may be safely used in the
production of cheese in accordance with the fol-
lowing prescribed conditions.

(a) Milk-clotting enzyme is derived from one
of the following organisms by a pure-culture fer-
mentation process.

(1) Endothia parasitica classified as follows:
class, Ascomycetes; order, Sphaeriales; family,
Diaporthacese; genus, Endothia; species, parasi-
tica.

(2) Bacillus cereus classified as follows: class,
Schizomycetes; order, Eubacteriales; family,
Bacillaceae; genus, Baccillus; species, cereus
(Frankland and Frankland).

(3) Mucor pusillus Lindt classified as follows:
class, Phycomycetes; subclass, Zygomycetes;
order, Mucorales; family, Mucoraceae; genus,
Mucor; species, pusillus; variety, Lindt.

(4) Mucor miehei Cooney et Emerson classified
as follows: class, Phycomycetes; subclass,
Zygomycetes; order,  Mucorales; family,
Mucoraceae; genus, Mucor, species, miehei; vari-
ety, Cooney et Emerson.

(5) Aspergillus oryzae modified by recombi-
nant deoxyribonucleic acid (DNA) techniques
to contain the gene coding for aspartic protei-
nase from Rhizomucor miehei var. Cooney et
Emerson as defined in paragraph (a)(4) of this
section, and classified as follows: class,
Blastodeuteromycetes (Hyphomycetes); order,
Phialidales (Moniliales); genus, Aspergillus; spe-
cies, oryzae.

(b) The strains of organism identified by para-
graph (a) of this section are nonpathogenic and
nontoxic in man or other animals.

(c) The additive is produced by a process that
completely removes the generating organism
from the milk-clotting enzyme product.

(d) The additive is used in an amount not in
excess of the minimum required to produce its
intended effect in the production of those
cheeses for which it is permitted by standards
of identity established pursuant to section 401
of the Act [42 FR 14526, Mar. 15, 1977; 42 FR
56728, Oct. 14, 1977, as amended at 62 FR
59284, Nov. 3, 1997].
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this part have been reviewed by the Food and
Drug Administration and determined to be gen-
erally recognized as safe (GRAS) for the pur-
poses and under the conditions prescribed. The
regulations in this part shall sufficiently describe
each ingredient to identify the characteristics of
the ingredient that has been affirmed as GRAS
and to differentiate it from other possible ver-
sions of the ingredient that have not been
affirmed as GRAS. Ingredients affirmed as
GRAS in this part are also GRAS as indirect
human food ingredients, subject to any limita-
tions prescribed in parts 174, 175, 176, 177, 178
or Sec. 179.45 of this chapter or in parts 186 of
this chapter. The purity specifications in this part
do not apply when the ingredient is used in indir-
ect applications. However, when used in indirect
applications, the ingredient must be of a purity
suitable for its intended use in accordance with
§170.30 (h) (1) of this chapter.

(b) Any ingredient affirmed as GRAS in this
part shall be used in accordance with current
good manufacturing practice. For the purpose
of this part, current good manufacturing practice
includes the requirements that a direct human
food ingredient be of appropriate food grade;
that it be prepared and handled as a good ingre-
dient; and that the quantity of the ingredient
added to food does not exceed the amount rea-
sonably required to accomplish the intended phy-
sical, nutrition, or other technical effect in food.

(1) If the ingredient is affirmed as GRAS with
no limitations on its conditions of use other than
current good manufacturing practice, it shall be
regarded as GRAS if its conditions of use are
consistent with the requirements of paragraph
(b), (¢), and (d) of this section. When the Food
and Drug Administration (FDA) determines that
it is appropriate, the agency will describe one or
more current good manufacturing practice con-
ditions of use in the regulation that affirms the
GRAS status of the ingredient. For example,
when the safety of an ingredient has been evalu-
ated on the basis of limited conditions of use, the
agency will describe in the regulation that affirms
the GRAS status of the ingredient, one or more
of these limited conditions of use, which may
include the category of food(s), the technical



effect(s) or functional use(s) of the ingredient,
and the level(s) of use. If the ingredient is used
under conditions that are significantly different
from those described in the regulation, that use
of the ingredient may not be GRAS. In such a
case, a manufacturer may not rely on the regula-
tion as authorizing that use but shall indepen-
dently establish that that use is GRAS or shall
use the ingredient in accordance with a food
additive regulation. Persons seeking FDA
approval of an independent determination that
a use of an ingredient is GRAS may submit a
GRAS petition in accordance with §170.35 of
this chapter.

(2) If the ingredient is affirmed as GRAS with
specific limitation(s), it shall be used in food only
within such limitation(s), including the category
of food(s), the functional use(s) of the ingredient,
and the level(s) of use. Any use of such an ingre-
dient not in full compliance with each such estab-
lished limitation shall require a food additive
regulation.

(3) If the ingredient is affirmed as GRAS for a
specific use, without a general evaluation of use
of the ingredient, other uses may also be GRAS.

(c) The listing of a food ingredient in this part
does not authorize the use of such substance in a
manner that may lead to deception of the consu-
mer or to any other violation of the Federal
Food, Drug, and Cosmetic Act (the Act).

(d) The listing of more than one ingredient to
produce the same technological effect does not
authorize use of a combination of two or more
ingredients to accomplish the same technological
effect in any one food at a combined level greater
than the highest level permitted for one of the
ingredients.

(e) If the Commissioner of Food and Drugs is
aware of any prior sanction for use of an ingre-
dient under conditions different from those pro-
posed to be affirmed as GRAS, he will
concurrently propose a separate regulation cov-
ering such use of the ingredient under part 181 of
this chapter. If the Commission is unaware of
any such applicable prior sanction, the proposed
regulation will so state and will require any per-
son who intends to assert or rely on such sanction
to submit proof of its existence. Any regulation
promulgated pursuant to this section constitutes
a determination that excluded uses would result
in adulteration of the food in violation of section
402, of the Act, and the failure of any person to
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come forward with proof of such an applicable
prior sanction in response to the proposal will
constitute a waiver of the right to assert or rely
on such sanction at any later time. The notice will
also constitute a proposal to establish a regula-
tion under part 181 of this chapter, incorporating
the same provisions, in the event that such a reg-
ulation is determined to be appropriate as a
result of submission of proof of such an applic-
able prior sanction in response to the proposal.

(f) The label and labeling of the ingredient and
any intermediate mix of the ingredient for use in
finished food shall bear, in addition to the other
labeling required by the Act:

(1) The name of the ingredient, except where
exempted from such labeling in part 101 of this
chapter.

(2) A statement of concentration of the ingre-
dient in any intermediate mix; or other informa-
tion to permit a food processor independently to
determine that use of the ingredients will be in
accordance with any limitations and good man-
ufacturing practice guidelines prescribed.

(3) Adequate directions for use to provide a
final food product that complies with any limita-
tions prescribed for the ingredient(s) [42 FR
14653, Mar. 15, 1977, as amended at 42 FR
55205, Oct. 14, 1977; 48 FR 48457, 48459, Oct.
19, 1983; 62 FR 15110, Mar. 31, 1997].

1. List of Enzymes That Have Been Affirmed
as Generally Recognized as Safe

Table 4 lists the enzymes that have been affirmed as
generally recognized as safe (GRAS). Note that the list
includes enzymes from animals, plants, and microor-
ganisms. The affirmation of rennet and bovine rennet
(both animal derived) and chymosin (fermentation
derived from microorganisms containing the prochy-
mosin gene) (Section §84.1685) has been chosen to
indicate (a) requirements for animal rennet,
(b) requirements for microbial chymosin, and (c)
requirements for enzymes produced by genetically
engineered microorganisms.

2. §184.1685-Rennet (Animal Derived) and
Chymosin (Fermentation Derived)
Preparation

(a)(1) Rennet and bovine rennet are commercial
extracts containing the active enzyme rennin
(CAS Ref. No. 9001-98-3), also known as chy-
mosin (International Union of Biochemistry



Table 4 Enzymes Affirmed as Generally Recognized as Safe®

Subsection Enzyme (or product) Source (or Substrate)

§184.1012 a-Amylase Bacillus stearothermophilus

§184.1024 Bromelain (peptide hydrolase) Pineapple (Ananas comosus and A. bracteatus L.)

§184.1027 Mixed carbohydrase and protease Bacillus licheniformis

§184.1034 Catalase Bovine liver

§184.1148 a-Amylase and B-glucanase Bacillus subtilis or B. amyloliquefaciens

§184.1150 Subtilisin and neutral proteinase Bacillus subtilis or B. amyloliquefaciens

§184.1250 Cellulase Trichoderma longibrachiatum

§184.1316 Ficin Tropical fig trees

§184.1372 Immobilized glucose isomerase Streptomyces rubiginosusb

(high-fructose corn syrup)

§184.1387 Lactase Candida pseudotropicalis

§184.1388 Lactase Kluyveromyces lactis

§184.1415 Lipase From forestomach or pancreas of calves, kids, or lambs

§184.1420 Lipase Rhizopus nireus

§184.1583 Pancreatin Porcine or bovine pancreas

§184.1585 Papain Papaya (Carica papaya L.)

§184.1595 Pepsin Hog stomach glandular layer

§184.1685 Rennet (animal derived) Fourth stomach (abomasa) of calves, kids, or lambs

Chymosin (fermentation derived) Escherichia coli K-12, Kluyveromyces marxianus var. lactis,

or Aspergillus niger van Teighem var. awamori (all the
microorganisms contain the calf prochymosin gene)

§184.1914 Trypsin Bovine pancreas

§184.1924 Urease Lactobacillus fermentum

§184.1985 Aminopeptidase Lactococcus lactis

§184.1063 Phospholipase A, Gives enzyme-modified lecithin (enzyme from bovine
pancreatin)

§184.1287 Lipases from milk or milk powder Fats

§184.1857 Acids or enzymes Corn sugar (glucose)

§184.1859 Acids or enzymes Invert sugar (glucose + fructose)

§184.1865 Acids or enzymes Corn syrup

§184.1866 Glucose isomerase High-fructose corn syrup

#From Code of Federal Regulations 21. Food and Drugs. Part 184, sub part B, published in the Federal Register, No. 21, pp 461—

556, April 1, 2000.

Other microorganisms approved as a source of glucose isomerase are Actinoplanes missouriensis, S. olivaseus, S. olivochromogenes,

and Bacillus coagulans.

Enzyme Commission (E.C.3.4.23.4). Rennet is
the aqueous extract prepared from cleaned, fro-
zen, salted, or dried fourth stomachs (abomasa)
of calves, kids, or lambs. Bovine rennet is the
product from adults of the animals listed above.
Both products are called rennet and are clear
amber to dark brown liquid preparations or
white to tan powders.

(2) Chymosin preparation is a clear solution
containing the active enzyme chymosin (E.C.
3.4.23.4). 1t is derived, via fermentation, from a
nonpathogenic and nontoxigenic strain of
Escherichia coli K-12 containing the prochymo-
sin gene. The prochymosin is isolated as an inso-
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luble aggregate that is acid-treated to destroy
residual cellular material and, after solubiliza-
tion, is acid-treated to form chymosin. It must
be processed with materials that are generally
recognized as safe, or are food additives that
have been approved by the Food and Drug
Administration for this use.

(3) Chymosin preparation is a clear solution
containing the active enzyme chymosin (E.C.
3.4.23.4). It is derived, via fermentation, from a
nonpathogenic and nontoxigenic strain of
Kluyveromyces marxianus variety of lactis, con-
taining the prochymosin gene. The prochymosin
is secreted by cells into fermentation broth and



(d) Prior sanctions for this ingredient different
from the uses established in this section do not
exist or have been waived. [FR 10935, Mar. 23,
1990, as amended at 57 FR 6479, Feb. 25, 1992;

converted to chymosin by acid treatment. All
materials used in the processing and formulating
of chymosin must be either generally recognized
as safe (GRAS), or be food additives that have

been approved by the Food and Drug
Administration for this use.

(4) Chymosin preparation is a clear solution
containing the active enzyme chymosin (E.C.
3.4.23.4). 1t is derived via fermentation, from a
nonpathogenic and nontoxigenic strain of
Aspergillus niger van Tieghem variety awamori
Nakazawa); (Al-Musallam synonym A. awamori
Nakasawa) containing the prochymosin gene.
Chymosin is recovered from the fermentation
broth after the acid treatment. All materials
used in the processing and formulating of chymo-
sin preparation must be either generally recog-
nized as safe (GRAS) or be food additives that
have been approved by the Food and Drug
Administration for this use.

(b) Rennet and chymosin preparations meet

58 FR 27202, May 7, 1993].

It is important to specifically point out that FDA
has included genetically engineered enzymes as GRAS
as food additives, using the same criteria as used for
nongenetically engineered sources of enzymes. Under
Part 173, Secondary Direct Food Additives Permitted
in Food for Human Consumption, Subpart B—
Enzyme Preparations, FDA permitted the genetically
derived milk-clotting enzyme from Aspergillus oryzae
to be used (§173.150).
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I. INTRODUCTION

Research during the last two decades has increasingly
demonstrated that various microorganisms grow and
live in environments that previously were considered
unimagineable for the support of life. These habitats
are characterized by extreme conditions with respect to
temperature, pH, salinity, and pressure. At present the
apparent limits for these biologically relevant physical
parameters in the biosphere are —40°C to 115°C for
temperature, pressures up to 120 MPa (corresponding
to hydrostatic pressure in the deep sea), water activity
(ay,) of ~0.6, (as in salt lakes), and pH values between 1
and 11 (1). In order to survive and to proliferate in
such hostile environments, organisms had to adapt
their metabolic and other cellular functions to the per-
sisting extreme condition. Especially important is the
adaptation of stability and activity of enzymes and
other proteins that have to be optimized to function
under the extreme conditions. As a result of the
requirement for molecular adaption, the properties of
proteins, especially enzymes, from extremophiles have
been a subject of much interest both for basic studies in
biology and chemistry, as well as for potential use as
biocatalysts in industrial applications.

Since the discovery of Archaea as a new branch on
the phylogenetic tree (2), the number and variety of
explored extremophilic organisms have increased enor-
mously, as well as research on the biochemical aspects
of extremophilic adaptation. An understanding of the
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molecular principles involved in extremophilic adap-
tive strategies could also be of considerable commeri-
cal interest, as the same principles could be used for
example in designing industrial processes involving
biocatalysts that have to withstand extreme conditions
with respect to temperature and pH. Given that there
are constantly expanding sources of novel and unu-
sually stable biocatalysts from extremophiles, the pro-
spects of expanding the limits of biocatalysis in both
novel, as well as in more conventional processes, could
be realized (3). Enzymes with temperature optima ran-
ging from close to the freezing point of water and to
that in excess of its boiling point have been isolated, as
well as enzymes that function in extreme salinity, over
a wide range of pHs, pressures, and in essentially non-
aqueous solvents (3).

High thermal stability is a highly desirable trait in
many industrial enzymes, as processes involving
enzymes are frequently carried out at high tempera-
tures. There are some distinct advantages in running
biotechnological processes at elevated temperatures. In
fact, most such industrial processes are operated at
temperatures > 50°C. Benefits of higher operating tem-
peratures include decreased viscosity, increased diffu-
sion rates, and solubility of most organic compounds,
and thus an increase in reaction rates. Higher tempera-
tures also reduce the risks of microbial contaminations
in the enzyme reactors (4-6). For these reasons,
enzymes from hyperthermophiles have received great
attention, as these enzymes are generally found to be



very thermostable. This also makes them ideal experi-
mental models for answering fundamental questions
regarding the molecular basis for protein stability.

Enzymes from cold-adapted organisms, or psychro-
philes, have gained increasing attention by researchers
during the last several years, both as subjects of basic
studies on molecular origins of cold-adaptation, and as
potential industrial enzymes (7, 8). These enzymes are
usually found to have higher specific activities at low
temperatures than their counterparts from meso- and
thermophiles. That property may be beneficial in sev-
eral industrial applications, such as in the processing of
sensitive biological materials, including foodstuffs, that
have to be carried out under chilled or refrigerated
conditions. Enzymes from cold-adapted organisms
are usually found to be comparatively thermolabile,
which may be beneficial in operations when enzyme
treatment has to be terminated rapidly, without exces-
sive treatment of the raw material (7).

The molecular basis for function and stability of
proteins from organisms living at the extremes of tem-
perature in the biosphere is still not well understood
despite extensive research effort. However, under-
standing which structural principles direct extreme
temperature adaptation of proteins are fundamental
to our general understanding of their structural stabi-
lity and function. Such information on structure—func-
tion relationships in these enzymes also forms the basis
for their utilization as industrial biocatalysts under dif-
ferent, and perhaps novel, sets of conditions.

In this chapter we will attempt to give an overview
of the current status of knowledge about enzymes that
originate from organisms that are adapted to extremes
of temperature.

II. EFFECT OF TEMPERATURE ON
STABILITY AND FUNCTION OF
ENZYMES

It is important to realize when considering temperature
adaptation that the native conformations of proteins
are only marginally more stable than their denatured
states. Free energies of stabilization of native protein
structures are typically of the order 20-80 kJ mol ™", or
what amounts to only a few weak intramolecular inter-
actions (1, 9, 10). The net stabilization of a native
protein is the result of a delicate balance between a
relatively large stabilizing and destabilizing forces,
the former being a combination of the hydrophobic
effect, hydrogen bonding, electrostatic interactions,
and van der Waals interactions gained through close
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packing in the protein core, and the latter arising
mainly by the increase that occurs in conformational
entrophy on unfolding of the polypeptide (11, 12).

As a result of this delicate balance only minor shifts
in the contributions of any of these opposing forces
can in principle significantly alter the stability of a
protein. The small marginal stability of the native
state, and the fact that these forces are cooperative
and highly dependent on environmental conditions,
such as temperature and solvent exposure, make the
accounting of the contributions of these different
forces to the stability of a protein a highly difficult
task. Partially because of the uncertainty in the magni-
tude of these different interactions, the free energy of
stabilization for a protein cannot be calculated, even if
high-resolution crystal structure for the protein is
available (1). Furthermore, such calculations based
on atomic coordinates from crystal structures do not
consider the dynamics of protein structures, a prere-
quisite for their function (1). Biologically active pro-
teins such as enzymes are dynamic molecules and need
a certain degree of structural flexibility for performing
their function as biocatalysts (13—15).

It appears that during the evolutionary adaptation
of proteins to different environmental temperatures,
preserving function through optimization of flexibility
of critical regions of the protein molecules has been a
priority. Thus, optimizing a function of an enzyme
under given temperature conditions is expected to
involve a compromise between two apparently oppos-
ing structural factors, dynamic flexibility and stability
(1, 9, 15). Enzymes that perform the same catalytic
function but are adapted to different habitat tempera-
tures, appear to have about the same conformational
flexibility at their respective temperature optima (1, 13,
15). This would suggest that temperature-adaptive
changes of proteins would tend to conserve and opti-
mize the functional state of the proteins, such that they
are in ““‘corresponding states,”” with respect to function-
ally important motions, under the different physical
conditions to which they have adapted (1, 9). This
hypothesis suggests that in order to maintain such cor-
responding states for efficient biological function at
low temperatures, cold-adapted enzymes must have
adopted a higher degree of conformational flexibility
(1, 15-18).

Enzymes from thermophiles, on the other hand,
require very rigid and stable conformations that have
to resist excessive thermal motions that lead to their
denaturation, but that can maintain optimized flexibi-
libity (“‘corresponding states’) with respect to function
at elevated temperatures. That the activity of enzymes
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Figure 1 Hydrogen-deuterium exchange of 3-isopropyl-
malate dehydrogenase (IPMDH) from E. coli, measured at
pD 7.15 (A) and pD 8.15 (0O), and from T. thermophilus, at
pD 7.15 (V) and pD 8.15 (O), plotted as relaxation spectra.
For experimental details see (15). (A) Measurements at 25°C
for both enzymes. Increasing values of X reflect increased
rigidity. Curves therefore indicate a more rigid structure for
the thermophilic enzyme. (B) Measurements at the tempera-
ture optima of the enzymes: at 48°C for the E. coli, and at
70°C for the T. thermophilus IPMDH. Curves for the two
enzymes show very similar flexibilities. (From Ref. 15.
Copyright 1998 National Academy of Sciences, U.S.A.)

from thermophiles is greatly diminished at lower tem-
peratures at which their mesophilic counterparts have
optimal activity is a manifestation of the flexibility/
function relationship, as it would imply that cooling
would freeze out the molecular fluctuations at or
around the active site of the enzyme that are necessary
for its activity (19, 20). The role of optimized flexibility
in temperature adaptation and the inverse relationship
between protein stability and function have recently
been supported both by results obtained in experiments
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where the temperature-dependent hydrogen—deuterium
exchange kinetics of homologous mesophilic and ther-
mophilic pairs of the enzymes 3-isopropylmalate dehy-
drogenase and glyceraldehyde phosphate
dehydrogenase were compared (Fig. 1) (1, 15), and by
theoretical model calculations (20). Hydrogen exchange
experiments with the ultrathermostable protein rubre-
doxin, from the hyperthermophile Pyrococcus furiosus,
however, did not lend support to the hypothesis that
structural rigidity in the native state underlies the
increased thermal stability of the protein (21). The rea-
sons for the apparent contradictions in results obtained
in these studies are not known, but have been commen-
ted on by Jaenicke (22).

On the basis of the proposed (and frequently
observed) inverse correlation between enzyme stability
and activity (14), much research effort has gone into
explaining structural determinants of protein stability
in order to gain insight into the molecular mechanisms
that direct their temperature adaptation. While a glo-
bal structural stabilization is essential for maintaining
functional native states of thermophilic proteins at ele-
vated temperatures, the fine adjustment of adaptive
changes for activity may involve localized reversible
conformational changes that would confer the neces-
sary flexibility to critical parts of the protein molecules
for function under given extreme conditions. Such
local structural fluctuations within a protein structure
have been defined as the microstability of proteins, as
opposed to macrostability, that describes the ability of
native confirmations of proteins to resist unfolding
(denaturation) under given set of conditions (15).
Making a distinction between micro- and macrostabil-
ity of proteins may be necessary when attempting to
explain the molecular origins of temperature adapta-
tion. The noncooperative transitions that determine
the microstability of a protein may occur on a different
time scale and are not necessarily reflected in experi-
ments that determine the cooperative unfolding/refold-
ing transitions of protein molecules that define their
macrostabilities.

In fact, Fields and Somero (18) found no correlation
between denaturation rates and adaptation tempera-
tures when comparing these parameters for cold-
adapted orthologs of lactate dehydrogenase A4 from
different fish species of Antarctic and South American
origins. They suggested that increased cold activity in
these orthologs involved increased flexibility in small
areas of the molecule that affect mobility (hence micro-
stability) of adjacent active site structures (18). Recent
results for mutagenic studies have also shown that the
stability of enzymes can be considerably increased con-



comitantly with significantly improved catalytic prop-
erties (23-25). This has not been observed, however, in
enzymes from thermophiles, where lower catalytic effi-
ciencies generally accompany higher thermal stabili-
ties, as compared to the corresponding enzymes from
mesophiles. Perhaps, the selective pressure set by the
high-temperature environment imposes more restric-
tion on the thermophilic enzymes to develop more sta-
bility at the expense of function, and are therefore not
catalytically optimized enzymes, but are highly ther-
mostable (19).

For enzymes from psychrophiles the selective pres-
sure is probably more toward optimizing function
which involves maintaining adequate molecular
dynamics in spite of low thermal input from the cold
habitat. This requires lowered microstability of the
cold-adapted enzymes and may accompany, as is
most often observed, decreased macrostability of the
proteins, either as a structural consequence, or simply
because it is not needed in the low-temperature envir-
onment (25).

III. THERMODYNAMIC ASPECTS OF
TEMPERATURE ADAPTATION

The thermodynamic stability of a protein (that dena-
tures in a reversible, two-state manner) as a function of
temperature can be described by the modified Gibbs-
Helmholtz equation (26):

AG = AH® — TAS® + AG,[T — T° — TIn(T/T°)] (1)

where AC,, the difference in heat capacity at constant
pressure, is taken as a constant and is larger than zero.
T° is any reference temperature (most often the melting
temperature, Ty,), and AS° and A H® are the changes in
molar entropy and enthalpy evaluated at the reference
temperature, respectively. The equation describes a
parabolic curve for the temperature dependence of
the free energy of unfolding (AG,), defined by a
slope, SAG/ST=-AS, and a curvature, §°AG /8T =-
AC,/T (26). The curve predicts that proteins have
maximum stabilities (AGp,,,) at a temperature Ty,
when AS=0. The stability decreases on both sides of
the maximum and intersects twice the x-axis (at
AG=0), when the proteins undergo cold and heat
denaturation, respectively (Fig. 2). Despite extensive
research into the causes of thermal stability of (hyper-
)thermophilic proteins, thermodynamic characteriza-
tion in the form of protein stability curves are only
available for relatively few thermophilic proteins. One
major reason for this is that many thermophilic pro-
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Figure 2 Three possible mechanisms for the temperature
dependence of free energy of unfolding (AG,) for a thermo-
philic protein. Curve M (solid) depicts the relation of AG,
and temperature (7') for a typical mesophilic protein. In
curve 1 (dashed), the thermophilic protein is stabilized across
the temperature range and has a greater maximum stability
(mechanism 1). In curve 2 (dotted), the AG, vs. T relation-
ship is the same as for the mesophilic protein, but is shifted to
a higher temperature (mechanism 2). In curve 3 (dash-dot-
dash patterned), the AG, of thermophilic protein depends
less on 7', and thus leads to flattening of the stability curve,
shifting the melting temperature to higher values (7 = T},
when AG, = 0). (From Ref. 34. Copyright 1999 American
Chemical Society.)

teins, especially multidomain proteins, do not
undergo reversible, two-state thermal denaturation.
Competing side reactions occur, such as aggregations,
that prevent proper refolding at the high temperatures
at which these experiments are carried out (1).
Recently, however, small, single-domain hyperther-
mostable proteins, which alleviate these experimental
problems and fulfill the requirements for a two-state,
reversible transition, have been used as models in such
thermodynamic studies (27-35). More than two dec-
ades ago, Nojima et al. (36, 37) determined the ther-
modynamic  parameters for denaturation of
phosphoglycerate kinase and cytochrome ¢552 from
the thermophile Thermus thermophilus, and compared
them to those determined for their counterparts of
mesophilic origin. From their studies they proposed
three possible ways in which thermophilic proteins
could thermodynamically adapt to increase their dena-
turation temperatures (Fig. 2). Compared to a meso-
philic protein (curve M), the free energy of unfolding
for the thermophilic protein could be increased over



the whole temperature range (curve 1); the stability
curve (T.x) could be shifted to higher temperatures
(curve 2); or the curve could be flattened (curve 3). In
all cases the result would be to shift the melting tem-
perature (7,,) of the thermophilic protein to a higher
temperature.

In mechanism 1 the higher stability acquired would
require higher absolute values for AH; and AS; at Ty,
than for the mesophilic protein. In the second mechan-
ism the maximal values for AGy, AH;, and AS; would
be of the same magnitude as for the mesophilic protein
but would occur at different temperatures: i.e., at
higher temperatures the thermophilic protein would
be more stable, whereas the mesophilic protein would
be more stable at lower temperatures (34). Mechanism
3 also predicts that the thermodynamic stability of the
thermophilic protein would not be higher than of the
mesophilic protein, but lower temperature dependence
of AGY, for the thermophilic protein, possibly because
of lower entropy of unfolding, would lead to a flat-
tened stability curve resulting in higher 7,, values, as
well as lower cold denaturation temperatures. From
the relatively few cases available where the thermody-
namic stability of thermophilic proteins has been char-
acterized, it seems that mechanisms 1 and 3 most often
prevail. For phosphoglycerate kinase, both from
Thermus thermophilus and Thermotoga maritima,
mechanisms 1 and 3 both seem to be at work in stabi-
lizing the enzymes (36, 38), and the same seems to be
the case for ribonuclease H from T. thermophilus (35)
and ferredoxin from 7. maritima (29).

Greater thermodynamic stability according to
mechanism 1 was found to stabilize the catalytic
domain of cellulase E2 from Thermomonospora fusca
when compared to the analogous domain of cellulase
CenA from the mesophile Cellulomonas fimi (34). The
thermostability of the small DNA binding proteins
Sso7d (27, 31) and Sac7d (28) from Sulfolobus spp.
appear on the other hand to be enhanced by flattened
stability curves in accordance with mechanism 3
(although data on corresponding mesophilic proteins
were not provided in these studies). A lateral shift in
Tmax Values to higher temperatures (mechanism 2), in
concomitance with raised AG, values, has also been
observed in studies on thermal unfolding of cyto-
chrome ¢552 from T. thermophilus (37) and with
archaeal histones (32).

When considering protein thermal stability, it is
important to observe that depending on the absolute
values for the thermodynamic parameters (AH, AS,
and AC,), high T, is not necessarily synonymous
with larger maximum stability (39). This may be espe-
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cially evident with small proteins that are unable to
form a large hydrophobic core, and is reflected in
low AC,, values (40). The small DNA-binding protein
Sso7d (64 residues) from the hyperthermophilic
archaeon Sulfolobus solfataricus has its Tp,, at 9°C
with a stabilization free energy of only 7 kcal mol™!,
but still has a T,, of 98.9°C (at pH 5.5) (27, 31). At
80°C, or close to the optimal growth temperature of S.
solfataricus, the protein has a marginal stability of only
2.8 kcal mol™'. Similar stabilities have also been
described for another related small DNA-binding pro-
tein, Sac7d from S. acidocaldarius (28). These proteins
seem to be thermodynamically stabilized by mechan-
ism 3 as discussed above. Since AC,, determines the
curvature of stability curves [Eq. (1)], the small size
of these proteins and the correspondingly low AC,s
(40), have the effect to create shallower protein stabi-
lity curves, with broader AG maxima, that extend the
T,, values to higher temperatures.

Among cold-adapted proteins only an «-amylase
from the psychrophile Alteromonas haloplanktis has
been characterized with respect to thermodynamic sta-
bility (41). The enzyme exhibits a reversible, two-state
thermal unfolding with a melting temperature at
43.7°C, significantly lower than its mesophilic counter-
parts. The measured thermodynamic parameters were
used to calculate a protein stability curve according to
Eq. (1) for the enzyme, which is depicted in Figure 3,
and compared to such curves for several small (<18
kDa) proteins from meso- and thermophiles (including
Sso7d and Sac7d). When the parameters were calcu-
lated and compared on per mol residue basis, to
account for the different sizes of the proteins involved,
it is clear that the cold-adapted enzyme is of much
lower stability, characterized by lower absolute values
for both enthalpy of unfolding and T, (Fig. 3) (41).

The reverse of mechanism 1 above is apparently in
effect in the cold adaptation of the enzyme, which is in
line with the hypothesis that cold-adaptive mechanisms
involve weakening of intramolecular interactions in
order to increase flexibility (1). A most interesting fea-
ture of the stability curve for the psychrophilic enzyme,
and what differs from meso- and thermophilic pro-
teins, is that the physiological temperatures lie on dif-
ferent sides of T,,,, on the parabolic curve (Fig. 3). As
both AS, and AH, change sign and become negative
at or within few degrees below Ty, (26), low and high
temperature adaptation may involve different adjust-
ments in these thermodynamic parameters. As AH,
becomes negative on the “‘cold side” of the stability
curve maximum, destabilization of the native protein
occurs for enthalpic reasons, whereas it is stabilized by
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Figure 3 Protein stability curves for a-amylase from the
Antarctic psychrophile Alteromonas haloplanktis (heavy
lines), selected mesophilic proteins (continous lines), and of
the thermophilic proteins Sac7d and Sso7d (dashed lines).
The Gibbs free energy of denaturation is presented in specific
units (per mole residue) in order to account for the different
sizes of the proteins compared. By increasing order of 7}, the
curves are for the proteins: psychrophilic a-amylase, T4 lyso-
zyme, barnase, RNase T1, RNase A, spectrin SH3, barstar,
phosphocarrier HPr, chymotrypsin inhibitor CI2, protein G
IgG binding domain, ovomucoid third domain, thioredoxin,
ubiquitin, and the thermophilic proteins Sac7d and Sso7d.
(From Ref. 41. Copyright 1999 American Chemical Society.)

the negative TAS contribution as the temperature is
lowered. At higher temperatures, entropic dissipative
forces increase faster than favorable enthalpic contri-
butions, and hence heat denaturation occurs (11).

As a result of the different thermodynamic forces
involved, it is apparent that at the molecular level the
causes of destabilization of native proteins to cold and
heat denaturation may be quite different (42).
Probably the main cause of cold denaturation is the
weakening of the collective water—apolar repulsions
that provide the main driving force for maintaining
the folded structure under physiological conditions
(42). Indeed, cold denaturation has been found to
occur most readily with the most hydrophobic proteins
(43, 44). An additional cause of cold destabilization of
proteins is more favorable energetics of interactions of
water with polar and ionic groups at low temperatures
(42). In this respect favorable interactions of water
with the polar peptide groups, largely buried in the
native structure, but that come into contact with
water on unfolding, seem to play a pivotal role (44).
Thus, the fact that water increasingly becomes a good
solvent for buried polar and apolar residues at low
temperatures appears to be a major driving force for
cold denaturation (44).
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IV. MOLECULAR BASIS OF
EXTREMOPHILIC TEMPERATURE
ADAPTATION

It is clear from several studies that proteins from psy-
chro- or thermophilic organisms do not exhibit any
peculiarities with respect to composition, size, or com-
plexities as compared to their counterparts adapted to
moderate temperatures. They are composed of the
same 20 natural amino acids and usually show high
degree of sequence and structural homology with
mesophilic proteins (1, 3, 31). Extremophilic adapta-
tion is therefore an intrinsic property of the proteins,
and the reasons for the striking differences observed
both in stability and function at different temperatures
are encoded in their gene sequences. A number of stu-
dies have therefore been carried out attempting to cor-
relate different structural factors, at all levels of the
structural hierarchy of the proteins, to differences in
temperature-adaptive properties (mainly thermal stabi-
lity) in comparative studies of homologous proteins
from organisms isolated from different temperature
habitats. By far the greatest number of such compara-
tive studies have focused on proteins from thermo- and
hyperthermophiles relative to their mesophilic counter-
parts in attempts to elucidate the molecular causes for
their high thermal stability. In the following discussion
we will attempt to summarize some of the pertinent
observations made in such comparative studies on pro-
teins from different temperature habitats.

A. Proteins from (Hyper-)thermophiles

Thermophilic organisms are conventionally classified
as those having optimum growth temperatures
>60°C and hyperthermophiles those with optimal
growth >80°C (1, 19). While thermophiles are either
bacteria or Archaea, most hyperthermophiles are
Archaea (45). In earlier comparative studies on ther-
mostabilization, attempts were made to correlate struc-
tural factors based on the content of certain amino
acids and derived parameters such as hydrophobic
and aliphatic indices (see 4 and reference therein for
review), to thermal stability of relatively small number
of meso- and thermophilic proteins.

Argos and coworkers (46) carried out the first sys-
tematic study on sequence comparison of homologous
proteins from meso- and thermophiles and identified
certain amino acid exchanges that occurred more fre-
quently in going from the meso- to thermophilic repre-
sentative within the three protein families they
compared. The objective of these and other subsequent



studies, which have included more proteins in their
database (47), has been to identify certain ‘“‘traffic
rules” used for thermostabilization of proteins in nat-
ure. The effect of the thermostabilizing amino acid
exchanges identified in these studies showed a tendency
toward increasing surface hydrophilicity, decreased
flexibility, and increased hydrophobicity, mainly in «-
helical regions of the proteins (46, 47). Critical evalua-
tion of these early studies, however, showed that the
data set used was too small to make predictions based
on such compositional comparisons statistically signif-
icant (48).

Several recent studies, including extensive genomic
comparisons of meso- and thermophiles, however,
have pointed out certain trends in amino acid compo-
sition and exchanges that have correlated with tem-
perature adaptation, some of which had also been
observed in those earlier studies. These include higher
content of charged amino acids, especially Arg and
Glu in hyperthermophiles, often occurring concomi-
tantly with lower content of polar uncharged amino
acids (49-54). In a study where 115 protein sequences
from the genome of the extreme thermophilic archaeon
Methanococcus jannaschii were compared with their
homologs from several mesophilic Methanococcus
spp., the strongest correlation with thermophiles of
observed amino acid exchanges was the decrease in
the content of uncharged polar residues (Ser, Thr,
Asn, and Gln), besides an increase in charged residues,
increase in residue hydrophobicity, and increased resi-
due volume (53). Nearly every other amino acid was
preferred over polar uncharged amino acids in the
thermophilic sequences.

A similar trend was observed in sequences deduced
from the complete genome of the hyperthermophilic
bacterium Agquifex aeolicus (50) and in a study where
sequences of soluble proteins from complete genomes
of eight thermophiles (including those of M. jannaschii
and A. aeolicus) and 12 mesophiles (51). Moreover,
Asn and GlIn seem to be more discriminated against
in proteins from hyperthermophiles, as compared to
those from moderate thermophiles, while the decrease
in Ser was apparently significant in moderate thermo-
philes (54). The trend to lower content of Asn and Gln
likely reflects molecular adaptation in thermophilic
proteins as it would tend to minimize deamidation, a
reaction that may limit the thermal stability of the
proteins as a result of irreversible denaturation (55,
56). A decrease in Cys, another thermolabile amino
acid residue, has also been reported for thermophilic
proteins when compared to their mesophilic counter-
parts, which may also be indicating an evolutionary
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pressure to reduce the number of residues that can
cause irreversible thermal denaturation of the proteins
(19, 52).

Some of the most frequent amino acid replacements
that lead to a decrease in polar uncharged residues in
the proteins of Methanococcus jannaschii contribute
significantly to increased hydrophobicity (Ser — Ala,
Thr — Ile, Ser — Pro, Thr — Val) (53). Moreover,
most frequent nonpolar to nonpolar replacements
(e.g., Leu — Ile, Gly — Ala, and Met — Leu) tended
toward bulkier and more hydrophobic residues (53).
The hydrophobic interaction has been emphasized as
the major stabilizing force for the folded state of pro-
teins (11, 12, 57). Strengthening of hydrophobic inter-
actions and improved packing in the hydrophobic core
have indeed been suggested to play an important sta-
bilizing role in thermophilic proteins (31, 45, 49, 51, 53,
58, 59). In some other comparative studies, however,
no significant correlations between hydrophobicity and
thermophily have been observed (50, 52). Mutation
studies have shown that increasing the bulkiness of
buried nonpolar side chains, as discussed above, can
significantly increase thermal stability of proteins (by
~1.3 keal mol ™! per —CH,— residue buried), by a direct
hydrophobic effect and by reducing the size of cavities,
and hence optimized core packing through, e.g., more
favorable van der Waals interactions (60—64). Indeed,
increased residue volume (53) and smaller cavities (54)
have been found to correlate well with hyperthermo-
philic adaptation (see below).

The increased number of high-resolution crystal
structures has allowed more direct structural compar-
isons, where three-dimensional structures of thermo-
philic proteins are being compared to corresponding
structures of one or more of its mesophilic counter-
parts (65-83). More detailed structural data have
also facilitated systematic studies where various struc-
tural parameters have been calculated on the basis of
known crystal structures or computer generated
homology models from related sequences, and com-
pared within or across protein families (46-54, 59,
84-89). Querol et al. (58) have also surveyed the litera-
ture on studies reporting thermostabilizing mutations
in several different proteins and analyzed the structural
consequences of those stabilizing single amino acid
replacements. They created a database comprising
195 single amino acid exchanges in 164 different posi-
tions in the proteins which had been unambigiously
related to thermostability enhancement (58). The
most cited physicochemical reasons for thermostabili-
zation as observed in this survey are summarized in
Table 1.



Table 1 Physicochemical Reasons for Enhanced Thermal
Stability Resulting from Single Amino Acid Replacements
in Several Different Enzymes as Cited in the Literature

Number
of
Type citations
Better hydrogen bonding 18
Better hydrophobic internal packing 16
Enhanced secondary structure propensity 12
Helix dipole stabilization 10
Argos replacements 10
Removal of residues sensitive to oxidation or 10
deamidation
Burying hydrophobic accessible area 7
Improved electrostatic interactions 6
Strengthening of intersubunit association 6
Decreased chain strain 5
Salt bridge optimization 4
Better van der Waals interactions 3
Better affinity for calcium 2
Improved AH upon substitution 1

Source: Ref. 58. (Copyright 1996 Oxford University Press.)

In line with these observations, Argos and cowor-
kers (49, 85) found, when comparing several structural
factors of meso- and thermophilic proteins from 16
families, that the parameter that most consistently cor-
related with increased thermal stability was a higher
number of hydrogen bonds in the thermophilic pro-
teins. An increase in the fractional polar surface area,
reflecting added hydrogen bonding density to water,
was also found to increase with the thermostability
of the proteins compared (49, 85). In other extensive
comparative studies of meso- and thermophilic protein
structures, an increase in the number of residues
involved in hydrogen bonding (51) and an increase in
side chain—side chain hydrogen bonds (88) were found
to correlate with thermostability. Additional hydrogen
bonds have also been pointed out as a major stabilizing
factor from comparisons of known crystal structures
of meso- and thermophiles (70, 72, 77).

In a detailed comparative study of high-quality
three-dimensional structures of 64 mesophilic and 29
thermophilic proteins (of which five were hyperthermo-
philic) representing 25 protein families, however, prac-
tically no difference between mesophiles and
thermophiles was observed in the number of hydrogen
bonds (54). There was, however, a tendency to decrease
the number of unsatisfied hydrogen bond acceptors and
donors as the temperature of adaptation increased. The
authors attributed the discrepancy observed in their

Copyright 2003 by Marcel Dekker, Inc. All Rights Reserved.

results as compared to those of Argos and coworkers
(49, 85) to some bad-quality or incomplete crystal
structures (five of which were mesophilic, but only
one thermophilic) that had been included in the data-
bases used in the former study that introduced a bias in
the results. If these bad-quality structures had been
omitted from the database used by Argos and cowor-
kers, the observed difference in the number of hydrogen
bonds between meso- and thermophilic proteins would
have become insignificant (54).

Szilagyi and Zavodsky (54) calculated 13 properties
in five categories (cavities, hydrogen bonds, ion pairs,
secondary structure, and polarity of surfaces) from the
coordinates for each of the proteins in the database,
compared them using statistical methods, and corre-
lated with optimal growth temperatures of organisms
they originate from. On the basis of the optimal
growth temperatures the proteins were divided into
two groups; moderately thermophilic (7o, = 45—
80°C), and extremely thermophilic proteins
(Topt ~ 100°C). The findings of this comprehensive
study are summarized in Table 2.

The most significant difference between mesophilic
and thermophilic proteins was found in the number of
ion pairs (salt bridges), a property that also correlated
well with growth temperatures. In fact, several sys-
tematic comparative studies that have been described
above (49, 51, 52, 59, 85, 88, 89), as well as compar-
isons of high-resolution three-dimensional structures
of thermophilic and homlogous proteins (69, 72, 73,
75-77 79. 81, 90), have pointed to a prominent role
of ion pairs in their stabilization, especially of
hyperthermophilic proteins. The ion pairs often appear
in the hyperthermophilic structures as clusters or net-
works at the surfaces or at interdomain interfaces in
the proteins (Fig. 4). In some studies no correlation has
been observed between the number of ion pairs, or ion
pair networks, and stability of hyperthermophilic pro-
teins (80, 88). Indeed, the role of ion pairs in protein
stability has been controversial, as theoretical calcula-
tions have indicated that they may actually destabilize
folded conformations of proteins, at least at room tem-
perature (91).

The destabilizing effect of ion pairs or salt bridges
arises primarily from desolvation penalty associated
with bringing separated charged groups of the
unfolded protein together to form an ion pair in the
fully folded protein (92). The desolvation penalties are
especially high when burying charged groups in the low
dielectric environment of the hydrophobic core of pro-
teins (52, 88, 92). Despite the favorable coulombic
interaction that incurs by bringing oppositely charged



Table 2 A Summary of the Most Significant Differences Between Structural Parameters of Moderately Thermophilic and
Extremely Thermophilic Proteins When Compared to Their Mesophilic Counterparts®

Correlation with

Change in moderately

Change in extremely

Property temperature thermophilic proteins  thermophilic proteins
Cavities Number N 0 N
Volume l 0 {
Area ! 1 W
Hydrogen bonds Number 0 0 0
Unsatisfied 3 N 1
Ion pairs <4.0 A M b M1
<6.0 A ™ N T
<80 A (NN () T
Secondary structure o 0 b 0
B t 0 N
Irregular N 3 N
Polarity of surfaces Exposed NS M 0
Buried 0 4 1

& Upward arrows refer to a positive value and downward arrow refer to a negative value for correlation with the structural parameter indicated;
zeros refer to near-zero correlation values. The number of arrows (1, 2, or 3) shows whether the represented correlation is considered insignificant,
moderately significant, or highly significant.

Source: Ref. 54. (Copyright 2000 Elsevier Science.)

Figure 4 A schematic representation of an ion pair network cluster in glutamate dehydrogenase from Pyrococcus furiosus. The
twofold axis relating to a CC# dimer is indicated by a diad. Potential ion pair interactions are indicated by dashed lines. The
backbone of the polypeptide chain is shown as a gray ribbon. The individual amino acids are indicated by their one letter code,
followed by their sequence number. (From Ref. 79. Copyright 1998 Blackwell Science Ltd.)

groups together in the folded state, it may not out-
weigh the unfavorable desolvation (free energy of
hydration) cost. Elcock (92) has recently shown that
at higher temperatures, the desolvation effect becomes

less unfavorable, so ion pair formation would become
increasingly favorable at higher temperatures and
could provide a significant stabilization to hyperther-
mophilic proteins at elevated temperatures. It has also
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been shown that the location of the ion pair within the
protein structure, especially with respect to positioning
of other ion pairs in its vicinity, is a critical determi-
nant of the stability of these interactions, as they may
in a cooperative manner facilitate the formation of ion
pair networks (52, 88).

As mentioned earlier, extensive ion pair networks
have been observed in three-dimensional structures of
several hyperthermophilic proteins. Such cooperative
electrostatic interactions offer simple means of enhan-
cing stability without disrupting core residues, charac-
teristics of different protein families (88). Such
optimally located ion pair networks are therefore
believed to be important stability determinants of pro-
teins from hyperthermophiles.

A significant observation in the study of Szilagyi
and Zavodsky (54) was a decrease in the number of
internal cavities in the structures of extemely thermo-
philic proteins, as compared to mesophilic and moder-
ately thermophilic proteins (Table 2). A decrease in the
number or the size of cavities leading to improved
packing in the protein interior has also been observed
in the structures of hyperthermophilic proteins (31, 67,
73, 93). However, in a study where the packing density
of 80 nonhomologous proteins and 24 thermophilic
ones was analyzed in context of their possible role in
thermal stabilization, essentially no difference was
observed in either partial specific volumes or cavity
volumes in the two protein groups (86). Cavities cre-
ated in the interior of proteins by use of site-directed
mutagenesis have been shown to lead to significant
destabilization (60-62). Creation of a cavity in barnase
of the size of a -CH,— group (Ile96 — Val) resulted in a
destabilization of the enzyme of 1.1 kcal mol™' and a
cavity the size of three such groups (Ile96 — Ala) by
4.0 kecal mol™! (60).

In a study of several cavity-creating mutants of T4
lysozyme, the destablization of a Leu —Ala substitu-
tion amounted to a constant term, ~2 kcal mol ™", plus
a term that increased in proportion to the size of the
cavity produced by the substitution (61). The constant
term is approximately equal to the transfer free energy
of leucine relative to alanine as determined from their
partitioning between aqueous and organic solvents
(61). These results point to ways to stabilizing proteins
against high temperatures, i.e., by filling cavities in
their core with bulkier, more hydrophobic amino
acids, leading to enhanced hydrophobic driving force
and improved van der Waals contacts in the protein
core. As discussed previously, amino acid replacements
of this type have frequently been observed in compara-
tive studies of mesophilic and thermophilic proteins,
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and optimized packing of side chains in the interiors,
and the absence of cavities have been observed in crys-
tal structures of hyperthermophilic citrate synthase
(73) and lactate dehydrogenase (75).

Increasing structural compactness by decreasing
cavities and increasing attractive interactions in the
tightly packed protein core reflect a trend observed in
structures of some hyperthermophilic proteins, i.e., to
minimize their surface area-to-volume ratio (68, 72).
Minimization of the ratio of surface area to volume
can stabilize a protein by simultanecously reducing
unfavorable surface energy and increasing the attrac-
tive interior packing interactions (68, 72, 75).
Reduction of accessible surface area seems to be part
of the molecular inventory that has been used in the
high-temperature adaptation of hyperthermophilic
proteins. At the quaternary structural level this is
observed as higher states of subunit associations in
oligomeric proteins from hyperthermophiles, e.g.,
triose phosphate isomerase (10, 71), phosphoribosyl
anthranilate isomerase (76), ornithine carbamoyltrans-
ferase (78), enolase (10), and in the case of triose phos-
phate isomerase and phosphoglycerate kinase from
Thermotoga maritima that are expressed as a “‘dimer
of dimers” fusion protein (1, 10, 74). Minimizing
hydrophobic surface area has also been suggested to
be an important stabilizing principle in thermophilic
lactate dehydrogenases (75).

Increased compactness of thermophilic proteins
may also be accomplished through shortened surface
loops (45, 70, 73, 74, 83, 87). Exposed surface loops
and turns link successive core elements and are
believed to be the regions of proteins where their
unfolding begins (45, 87). Increasing the structural
rigidity in such loops, either by shortening them or
by stabilizing them by amino acid replacements (e.g.,
by increasing the number of prolines), could therefore
significantly enhance protein stability (45, 87).

In some studies thermophilic proteins have also
been found to be smaller than mesophilic counterparts
(51, 87), reflecting truncation of loops, but also of N-
and C-termini as has been observed for some thermo-
philic proteins (77, 80)). It has been pointed out that
the apparently smaller size of thermophilic proteins
may reflect a possible thermodynamical adaptive strat-
egy of these proteins (51). As smaller proteins tend to
have lower AC,, values of unfolding (40), the shape of
the stability curve could be affected, as its curvature is
determined by AC,/T (see earlier). The net effect
could therefore be to flatten the stability curve (Fig.
2), bringing the denaturation temperature to higher
values (51).



B. Proteins from Psychrophiles

Many microorganisms and ectothermic animals live
under environmental temperatures that fluctuate in
the range —2°C to 10°C without the opportunity to
regulate their cellular temperature (94-96). The term
cold-adaptation refers to the chemical and physiologi-
cal mechanisms that make this possible (97, 98).
Without adaptation, the chemical enzyme systems of
cold-blooded animals and psychrophilic microorgan-
isms would work too slowly. Enzymes from psychro-
philic organisms (max. growth temperature at 20°C) or
psychrotrophic organisms (max. growth temperature
at 40°C) (6) are generally less stable structures than
comparable enzymes from warm-blooded or thermo-
philic organisms (96). This is true for enzymes from
as diverse species as bacteria (16) or fish (7, 98, 100).
The need for increased ‘“‘flexibility”’ is envisioned to
call for fewer noncovalent intramolecular interactions
as temperatures are lowered (16, 98, 100). This led to
the concept of “‘corresponding states” of enzymes at
the temperatures in which they find themselves in the
various living forms on earth (97, 98). In recent years
the study of cold adaptation of enzymes has
expanded greatly. As more examples accumulate,
however, few generalizations can be made as several
strategies are used differently in individual cases. Here
we will summarize kinetic and stability characteristics
of cold-active enzymes and then give the general con-
cepts used in an attempt to explain temperature adap-
tations in molecular terms. Several reviews on
pyschrophilic enzymes have appeared recently (7, 16,
17, 96, 99, 101).

1. Enzyme Activity at Low Temperatures

As suggested earlier, the selective pressure for evolu-
tionary adaptation of enzymes to low temperatures is
probably geared more toward optimizing activity than
stability, given that the kinetic properties are somehow
related to the dynamic properties of the protein mole-
cules. It is therefore of interest to examine how cold
activity is expressed in terms of the kinetic parameters
(Michaelis-Menten) for the enzymes. The final result of
low temperature adaptation will surely be dependent
on what properties the cold-adapted organism has to
achieve from each enzyme; some extracellular enzymes
presumably work at very low substrate concentrations
and would benefit the organism by having low K
values, whereas enzymes that work in abundant sub-
strate could optimize the k., rate. Some restrictions
may apply to lowering K, values in order to increase
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catalytic efficiency under nonsaturating substrate con-
ditions (k.:/Ky), since for regulatory purposes most
intracellular enzymes have K, values approaching
the physiological concentrations of their substrates
(95). Then the rate of reaction will vary with oscillation
in substrate concentration, which gives a way of con-
trolling the reaction. Since temperature affects sub-
strate affinity constants, cold-adapted enzymes are
frequently found to have higher K, values than meso-
philic counterparts at common assay temperatures of
25°C or 37°C.

At first sight, one might therefore expect ortholo-
gous enzymes from organisms with different tempera-
ture optima for their existence to have some obvious
amino acid substitutions in their active sites. However,
active-site residues are usually strictly conserved in psy-
chrophilic enzymes (18, 102-105). This has put the
focus for cold adaptation at the molecular level on
the rather loose concept of “flexibility’” in protein struc-
ture as a critical factor for improving catalytic effi-
ciency. Indeed, changes in the amino acid sequence
distant from the active site often seem to determine
the outcome of temperature adaptation, making
rational design for altered kinetic properties a much
more difficult proposition than initially hoped for.
Higher flexibility of an enzyme molecule should
increase the available number of conformational states,
and therefore the best conformations for ligand binding
would become rarer than in a more rigid structure.
Consequently, ligand binding would become poorer,
with higher K, values for substrates and higher K
values for competitive inhibitors. Early studies estab-
lished an inverse relationship within a group of homo-
logous enzymes between the K, value and the working
temperature of individual enzymes (95). K, values for
enzymes from cold-adapted organisms were higher
than for mesophiles, when the K, values were deter-
mined at one common standard temperature (98). This
is to be expected, since the evolution of maximal cata-
lytic rate (high k) can be predicted to be directed
toward strong binding of the transition state and
weak binding of the substrates in ground states—i.e.,
directing the trend toward higher K, values (106).

As the goal is often to optimize kg,i/Ky,, ko Values
must increase in psychrophilic enzymes (98, 101). This
would have to occur by improving the rate-limiting
step of the enzyme-catalyzed reaction under considera-
tion, be it binding of substrates, the chemical conver-
sion steps, or the release of products. The most
common situation is a two- to fivefold increase in
keat, With less prominent changes in K. There are,
however, notable exceptions, such as in the case of



trypsins from trout, Atlantic cod, Atlantic salmon, and
krill (100, 107-109). In those cases one isozyme showed
10- to 25-fold improvement in k., /K, in comparison
with bovine trypsin, that was to a large extent due to
lowering of the K, value to one-tenth the value mea-
sured for trypsin from the warm-blooded animal.
Although small synthetic substrates have mostly been
used in studies of many enzymes with natural poly-
meric substrates, being the only choice for K, deter-
minations, at least twofold increase in catalytic rate is
also seen with natural substrates such as polypeptides
(7, 110), or starch (111).

In an early study, the relative importance of the
enthalpic and entropic contributions to the activation
free energy of catalysis (AG”) was found to differ
between enzymatic reactions of cold-adapted ectother-
mic enzymes and homologous enzymes of warm-
blooded birds and mammals (112). The psychrophilic
enzymes often have lower enthalpies of activation
(AH7) and reactions are consequently less temperature
driven. Furthermore, the entropic terms (AS”) with
psychrophilic enzymes is less positive, which may indi-
cate looser enzyme-substrate contacts, either to the
ground-state ES complex and/or to the transition-
state ES* complex (101). As noted before, weaker
net binding energy for substrate is one way to increase
reaction rates in enzymes; i.c., most of the initial bind-
ing energy is offset against energetically costly prepara-
tive events, and this avoids a thermodynamic pit in
front of the main energy transition curve (106). This
includes events such as stopping the entropic move-
ments of substrates present in solvent, removing hydra-
tion shells off substrates, and possibly juxtaposing
charges of substrates against similar charges in the
walls of the active site. Some of the catalytic power
of enzymes is derived from their abilities to promote
formation of reactive conformers of substrates that
precede the transition state (113). Random thermal
motions of the enzyme—substrate complex would even-
tually cause transformation of those conformers into
transition states. These dynamic motions might be
initiated at a distance from the active site. Although
correlated motions appear to participate in catalysis,
there is still little evidence as to how enzymes use such
motions (113); therefore, the promotion of flexibility
by amino acid substitutions in cold-adapted enzymes
remains enigmatic.

k.t values are expected to be higher for an enzyme
isolated from organisms classified as psychrophilic,
although there are exceptions. For aspartate amino-
transferase from an Antarctic bacterium, k.,; was sig-
nificantly lower than determined for the E. coli enzyme

Copyright 2003 by Marcel Dekker, Inc. All Rights Reserved.

over a wide range of temperatures. The authors pro-
posed that adaptation of this class of endocellular
enzymes to cold environment might only have made
them less stable and not more efficient (114), which is
a rare outcome. Another interesting group of enzymes
for consideration in the context of temperature adap-
tation are those which have reached the state of diffu-
sion-controlled reaction rates, such as g-lactamase and
triose phosphate isomerase (101). Such enzymes have
optimized the activation energy hills throughout the
reaction pathway to the extent that it is difficult to
improve kg, further when the organisms are chal-
lenged with low temperatures. The higher specific
activity expected as a result of cold adaptation was
not observed for beta-lactamase from the Antarctic
psychrophilie Psychrobacter immobilis, although it
was very thermolabile in comparison with a mesophile
(115). As argued from directed evolution experiments
(see below), there may be no evolutionary pressure for
thermostability at low temperatures, and this last
example would indicate that increasing global heat
lability is not always sufficient for improving the cata-
lytic efficiency at low temperatures (101, 115).

A kinetic comparison of three DNA ligases adapted
to different temperatures (Pseudoalteromonas halo-
planktis, E. coli, and Thermus scotoductus) indicated
that an increase in kg, is the most important adaptive
parameter for enzymatic activity at low temperatures,
whereas a decrease in K,,, allowed T. scotoductus DNA
ligase to work efficiently at high temperatures (116).
K, values of psychrophilic enzymes are indeed often
higher compared with a matching mesophilic enzymes
(101), although a number of exceptions exist. In the
case of phosphoglycerate kinase from an Antarctic
Pseudomonas sp., which notably is an intracellular
metabolic enzyme, both an increase in k. and a
decrease in K, were observed. This double strategy,
however, only increased catalytic efficiency twofold,
compared with a mesophilic enzyme (117). For alka-
line phosphatases from either a psychrophilic Vibrio
bacterium or cold-adapted fish, faster product release
(lower affinity for the phosphate reaction product) has
been suggested as the underlying cause for greater cat-
alytic rates (118, 119). The K, values for the chosen
substrate were identical in the former case and lower in
the latter case, in comparisons with mesophilic
enzymes. From these examples it becomes apparent
that various strategies are employed in cold adaptation
as reflected in K, values, whereas k. is (nearly)
always increased. The choice of substrates and/or
reference mesophile may affect the outcome of such
in vitro comparisons.



2. Relationship Between Cold Activity and
Protein Stability

For cold-adapted enzymes, increased activity at low
temperature is usually reflected in low thermal stabili-
ties. This has been found by comparative studies of
natural variants and further corroborated by site-
directed mutagenesis experiments. However, it is very
interesting that these two apparently interlinked phe-
nomena can be decoupled (24, 120). Mutations have
been produced that increase thermal stability while
maintaining low-temperature activity (25). Although
still rare, they bode well for possible development of
biocatalysts for industral applications having both of
those often desirable properties: high specific activity
and thermal stability. Studies have shown that active-
site residues may not be optimally chosen for stability
as demonstrated by mutagenesis of T4 lysozyme (14),
but rather have individual needs for movement, as
reflected in the observation that inactivation of many
enzymes precedes global conformational changes of
unfolding (121). Thus, functional amino acids are
likely optimized for a degree of flexibility that is appro-
priate for optimal effectiveness, while the rest of the
protein molecule could maintain stability.

As in the case of thermophilic adaptation, there
apparently are no set of “‘traffic rules” used for all
cold-adapted proteins that are responsible for their
lower conformational stabilities. By sequence compar-
isons researchers have attempted to spot the crucial
substitutions that differentiate psychrophilic proteins
from their meso- and thermophilic relatives, and lately
also by tertiary structure comparisons of selected pro-
teins. Reduced-temperature stability may not always
result in improved catalytic properties, as mentioned
above for aspartate aminotransferase from a psychro-
philic bacterium. In contrast to the observations made
with many (extracellular) psychrophilic enzymes, k.,
and k.,/K,, were significantly lower than those for the
E. coli enzyme over the whole temperature range,
although the enzyme showed much reduced thermal
stability compared with a similar enzyme from E. coli
(114). The reduction in stability points to the fact that
stability considerations may be disconnected from
functional necessities and only become important as
the molecule becomes too unstable for the temperature
range of its operation. However, increasing the stabi-
lity of a psychrophilic phosphoglycerate kinase led to
drastically reduced turnover number, an indication of
some link between these two properties (117).

An extensive comparison of trypsins from cold-
blooded and warm-blooded animals was recently pub-
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lished (122). The digestive enzyme trypsin is among the
most extensively studied proteins, and in this study 27
trypsin sequences were analyzed from a variety of
organisms to find unique attributes. The amino acid
compositions indicated a high number of charged (pre-
dominantly acidic groups) and polar residues, and
fewer hydrophobic residues in the cold-adapted tryp-
sins. All of the psychrophilic trypsins were anionic with
calculated pls of 5.5-6.6 (122). The main unique fea-
tures of the cold-adapted trypsins attributable to low-
temperature adaptation seemed to be: reduced hydro-
phobicity and packing density of the core, mainly
because of a lower (Ile+ Leu)/(Ile + Leu+ Val) ratio;
reduced stability of the C-terminal helix which cross-
links to the other (N-terminal) domain; lack of one
proline residue, which is conserved in temperature-
stable trypsins; and a lack of one proline-plus-tyrosine
stacking interaction. In addition, there was a difference
in charge and flexibility of loops that extend from the
substrate binding pocket, and a different conformation
of the “‘autolysis” loop, which is likely to affect sub-
strate binding (122).

Some of these factors have also been cited as possi-
ble structural determinants for cold adaptation in
other studies. Thus, lower values of calculated hydro-
phobicity indices have repeatedly been observed in
other studies for cold-adapted enzymes in comparison
to mesophilic partners (100, 102, 111, 115, 123). For
instance, the hydrophobicity index for psychrophilic
bacterial ¢-amylase in comparison with porcine o¢-amy-
lase was sharply decreased concomitantly with 25 sub-
stitutions out of the 84 residues that make up the
central core in that enzyme (111). Exposure of nonpo-
lar groups to the solvent may provide entropically dri-
ven destabilization of the protein, and hence increase
the mobility within the structure. This was cited as a
factor in o-amylase cold-adaptation (124). As the
strength of the hydrophobic effect decreases as the
temperature is lowered the cold-adapted proteins
may rely less on hydrophobic interactions for stability
than proteins that are adapted to higher temperatures.
Reduced hydrophobicity may also protect psychrophi-
lic proteins against cold denaturations, which may be
caused in part by the diminished strength of hydropho-
bic interactions at low temperatures (125).

Comparisons of the relative numbers of hydrogen-
bond forming residues indicate a lower proportion in
some psychrophilic enzymes (102, 126). As an example,
trypsin from an Antarctic fish displayed 20% less
potential for hydrogen bonds than corresponding
bovine trypsin (123). In the case of triose phosphate
isomerase from the psychrophilic baterium Vibrio mar-



inus, a single amino acid substitution (Ser238— Ala),
that eliminates two hydrogen bonds in a loop region of
the molecule, could to a lartge extent account for the
cold-adaptation of the enzyme with respect to catalytic
activity and thermal stability (127).

Valuable information on the potential structural
determinants of cold-adaptation has come from a few
recent studies where three-dimensional crystal struc-
tures, or homology models for psychrophilic enzymes,
have been compared to the corresponding structures
from organisms adapted to higher temperatures.
Based on such tertiary structural comparison, and cor-
roborated with data from sequence comparisons, fewer
salt bridges (111, 124, 128, 129), reduction in aro-
matic—aromatic interactions (11, 128, 129), extended
surface loops (105, 128-130), fewer prolines in such
loops (105, 115, 124, 129, 130), lower hydrophobicity
(111, 115), weaker calcium bindings (104, 124, 128),
improved solvent interactions through additional sur-
face charges (105, 115, 128, 130), increased exposure of
nonpolar groups to the solvent (105, 124), and
reduced intersubunit ion pairs (105, 131) have all
been cited as possible reasons for increased flexibility
and/or decreased thermal stability of proteins from
psychrophiles.

The first x-ray crystal structure of an enzyme from a
cold-adapted ectothermic organism was that of salmon
trypsin (102). It was followed by a structure of elastase
from the same species (103) and other trypsin isozymes
(132). Later, the structures of psychrophilic bacterial
enzymes have been determined—those of a-amylase
from Alternomonas haloplanktis that lives in
Antarctic seawater (104), and citrate synthase from
another Antarctic bacterium (105). More recently, a
structure was solved for a malate dehydrogenase
form a psychrophilic bacterium isolate from an
Arctic sediment that grows optimally at 4°C (131).

Superposition of the a-amylase structure onto that
of porcine pancreatic a-amylase showed that the 24
residues that form the binding subsites for substrate
were strictly conserved. Therefore, the cause for
increased catalytic efficiency had to be sought outside
the catalytic center. For this enzyme, it was suggested
that reduced number of salt bridges, fewer proline resi-
dues in loops, fewer arginine-mediated hydrogen
bonds, and lower hydrophobicity in the core were all
contributing. Also, less interdomain interactions were
proposed as a determining factor for the conforma-
tional flexibility that allows efficient enzyme catalysis
in cold environments (104). Structural comparison sug-
gested that the major factors for the efficient catalytic
activity of A. arcticum malate dehydrogenase at low
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temperatures were favorable surface charge distribu-
tion for substrate and cofactor binding, and reduced
intersubunit ion pair interactions that increased rela-
tive flexibility of active site residues (131). The crystal
structure of dimeric citrate synthase from an Antarctic
bacterium revealed that the enzyme had much more
accessible active site than thermophilic counterparts
(105).

The surface electrostatic potential distribution was
unusual, and an increased relative flexibility of the
small domain compared to the large domain of the
protein  was noted within each monomer.
Furthermore, reduced subunit interface interactions
were found with no intersubunit ion pair networks,
and loops were of increased length but carried fewer
proline residues. Lastly, there was an increase in sol-
vent-exposed hydrophobic residues and an increase in
intramolecular ion pairs. In comparison, the thermal
denaturation of hyperthermophilic dimeric citrate
synthase appears to be resisted by complex networks
of ion pairs at the dimer interface, a feature common
to several other hyperthermophilic proteins as dis-
cussed previously. Catalytic efficiency of the cold-
active citrate synthase appears to be achieved by a
more accessible active site and by an increase in the
relative flexibility of the small domain compared to the
large domain in the enzyme (105).

Molecular modeling of various enzymes has given
similar information as x-ray structures. Among fea-
tures of a psychrophilic subtilisin S41 that might
induce a more flexible and heat-labile conformation
were four extended surface loops, a very hydrophilic
surface (acidic pl of 5.3), and the lack of several salt
bridges and aromatic interactions (128). The difference
in the free energy of stabilization between subtilisin
S41 and a mesophilic subtilisin was found to lie in
the range 6-7 kJ/mol, suggesting that the balance of
weak bonds is critical for the enzyme’s flexibility.

Detailed model comparison of eight trypsin struc-
tures was made to seek explanations for the observed
differences in properties seen with mesophilic and cold-
adapted variants (132). Increased substrate affinity of
the psychrophilic enzymes was traced to a lower elec-
trostatic potential of the S1 substrate binding pocket,
and the lack of five hydrogen bonds adjacent to the
catalytic triad. Reduced stability of the cold-adapted
trypsins might result from fewer interdomain bonds,
including hydrogen bonds and salt bridges, as well as
poorer packing in the core regions of the two domains.

A dimeric 3-isopropylmalate dehydrogenase that
catalyzes the penultimate step in leucine biosynthesis
was cloned from a psychrotrophic Vibrio sp., living in



Arctic seawater (129). The elements that were found to
be destabilizing in this case were a smaller number of
salt bridges, a reduction in aromatic interactions, fewer
proline residues, and longer surface loops (129). The
structural model of a psychrophilic phosphoglycerate
kinase indicated the same key determinants of its low
stability (117).

Some of the examples described above are of
dimeric enzymes, where psychrophilic variants have
reduced links between monomers. The formation of
dimers, and higher multimers, has often the sole pur-
pose of increasing stability (133), without linked effects
on kinetic properties. This seems to be the case for
several oligomeric enzymes from thermophiles, as we
discussed earlier. Alkaline phosphatase from cold-
adapted Vibrio bacteria is apparently monomeric
(118, 134) and may thus be an example of the opposite
trend, since the well-known enzyme from E. coli,
another Gram-negative species, has a very heat-stable
dimeric structure. This may be an example where pres-
sure to form dimers was not present. Phosphoglycerate
kinase is a monomeric enzyme, except in extremophilic
archaea, where the enzyme has been found as a dimer
or a tetramer (135, 136).

Subtle alterations in structure at dimer interfaces
can produce enzymes with characteristics of being
psychrophilic rather than mesophilic or thermophilic.
Horse liver alcohol dehydrogenase contains two tryp-
tophan residues per subunit, one on the surface of the
catalytic domain and the second buried in the inter-
face between the subunits of the dimer. After substi-
tuting the tryptophan at the interface with a leucine,
and making two compensatory mutations that were
required to obtain a stable protein, the turnover num-
bers for ethanol oxidation, acetaldehyde reduction,
and the dissociation constants of the coenzymes
increased by two- to sixfold (137). The three substitu-
tions at the dimer interface apparently activated the
enzyme by allowing more rapid conformational
changes that accompany coenzyme binding, probably
owing to movement of a loop. A subunit interface
was also the site of a single amino acid substitution
that brought different stabilities of temperature—K,
relationships to a related group of lactate dehydro-
genases (95). Furthermore, many enzymes, although
monomeric, can be viewed as aggregates of folding
domains. Interdomain interactions could contribute
to greater movement in cold-active enzymes, allowing
more efficient enzyme catalysis in cold environments.
In fact, fewer interdomain interactions were found in
a-amylase from a psychrophilic bacterium than in
porcine pancreatic amylase, which was likely a con-
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tributing factor to efficient catalysis in cold environ-
ments (124). Also, this type of adaptation has been
given consideration in the case of Atlantic salmon
trypsin, where the active site is divided on both
sides of two relatively rigid  barrels (102). In contact
regions near the catalytic residues, fewer hydrogen
bonds were found in the salmon trypsin, and ion
pairs might be important in the relative orientation
of the two domains of the molecule, as well as con-
tributing to greater stability of the bovine variant
(102).

V. TEMPERATURE ADAPTATION BY
SITE-DIRECTED MUTAGENESIS AND
DIRECTED EVOLUTION

Evolution of a particular trait necessitates that a single
base change can at times lead to a single amino acid
substitution that brings about alterations in a protein’s
properties, which is beneficial to the host. Site-directed
mutagenesis is therefore often employed in tandem
with rational design ideas in order to understand the
functioning of enzymes. Theories derived from the
study of a three-dimensional model of a particular
enzyme are utilized to select particular residues for
mutation and predict the possible outcome. Thus,
experiments with T4 lysozyme showed that even a sin-
gle mutation in the hydrophobic core of an enzyme can
have dramatic effects on stability (138). This may be
informative, but it does not necessarily cover all the
parts of the molecule that can affect its properties.
Attention is often directed at the active-site region
and at internal residues, whereas more distant residues
may cause functional alterations, even those that reside
on the outside surface of the molecule.

Studies using site-directed mutagenesis, however,
have uncovered the fact that thermostability is not
systematically inversely related to specific activity,
one example being subtilisin excreted by an Antarctic
Bacillus TA39 (139). The enzyme displays the usual
characteristics of cold-active enzymes—i.e., a high cat-
alytic efficiency at low temperatures and an increased
thermosensitivity. The affinity for calcium is also
almost 3 orders of magnitude lower than that of meso-
philic subtilisins. An important stabilization of the
molecular structure was achieved through a modifica-
tion of one residue acting as a calcium ligand. The
thermostability of the mutated product expressed in a
mesophilic Bacillus reached that of mesophilic subtili-
sin, and this mutation further enhanced the specific



activity by a factor close to 2 when compared to the
wild-type enzyme.

Single-base mutations do not cover a large fraction
of protein sequence space since they often produce
conservative substitutions. Another approach that
increases nonconservative substitutions is that of direc-
ted evolution, where rapid screening procedures are
combined with random mutagensis and in vitro recom-
bination. Structural analysis of selected mutants can
then bring about understanding of the observed phe-
notype, be it stability or catalytic activity, in terms of
chemical function. The vast majority of possible evolu-
tionary paths lead to poorer enzymes, so for successful
directed evolution, the strategic challenge is to choose
the right path that will eventually improve the desired
features (140).

Recent examples can be found where the stability of
enzymes from psychrophiles or mesophiles has been
increased without effects on activity. A moderately
stable thermolysin-like metalloprotease from Bacillus
stearothermophilus was made hyperstable by a limited
number of mutations. An eightfold mutant enzyme
had a half-life of 2.8h at 100°C, but still displayed
wild-type-like activity at 37°C (24, 141). Subtilisin E
from a mesophilic Bacillus subtilis was converted into
an enzyme functionally equivalent to its thermophilic
counterparts by directed evolution (142). Subtilisin E
differs from thermitase at 157 amino acid positions.
However, only eight amino acid substitutions were suf-
ficient to convert subtilisin E into an enzyme equally
thermostable, a result from five generations of DNA
alterations. Interestingly, the eight substitutions were
distributed over the surface of the enzyme. Only two of
those are found in thermitase. Also, thermostability
could be increased without compromising enzyme
activity (142).

In another study, thermoresistance was engineered
into bacterial B-glucosidase by a directed-evolution
strategy (143), whereas no significant alterations in
kinetic parameters were observed. The main factors
for increasing the thermostability were a combination
of one extra salt bridge, replacement of a solvent-
exposed asparagine residue, stabilization of the hydro-
phobic core, and stabilization of the quaternary struc-
ture. An earlier study used in vitro evolution to probe
the relationship between stability and activity in a
mesophilic esterase. Six generations of random muta-
genesis, recombination, and screening, stabilized
Bacillus subtilis p-nitrobenzyl esterase significantly
without compromising its catalytic activity at lower
temperatures. It was also found that mutations that
increased thermostability, while maintaining low-tem-
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perature activity, were very rare. The results suggested
that stability at high temperatures was not incompati-
ble with high catalytic activity at low temperatures
because of perceived mutually exclusive demands on
enzyme flexibility (144).

Low-temperature activity can also be generated by
mutations. It was possible to improve catalytic activity
at 37°C of a thermophilic enzyme with a single or
double amino acid substitution. DNA shuffling was
used to mutate indoleglycerol phosphate synthase
from the hyperthermophile Sulfolobus solfataricus
(145). The parental enzyme’s turnover number at
room temperature was limited by the dissociation of
the enzyme—product complex, apparently because the
loops that obstruct the active site were not flexible
enough at low temperatures. In the variants, the bind-
ing and release of product was much more rapid, and
this shifted the rate-determining step to a preceding
chemical step (145). Similarly, multiple random
mutants of B-glucosidase from the hyperthermophile
Pyrococcus furiosus were screened for increased activ-
ity at room temperature (146). Multiple variants were
identified with up to threefold increased rates of sub-
strate hydrolysis. Amino acid substitutions were wide-
spread, occurring in the active-site region, at the
enzyme surface, buried in the interior of the mono-
mers, and at subunits interfaces. Interestingly, low-
temperature activity was achieved in different ways,
by altering substrate specificity or by overall destabli-
zation of the enzyme. Single amino acid substitutions
were sufficient to drastically alter the kinetic proper-
ties, as would be expected, if evolutionary processes are
to work. The enzyme was able to accommodate in its
interior amino acids with larger or smaller side chains,
and with different properties without affecting thermo-
stability. Substrate specificity was also determined by
substitutions distant to the active site.

The stability of enzymes from psychrophiles can
also be increased without reducing activity (25). The
psychrophilic protease subtilisin S41 was subjected to
two different selection pressures. The evolved subtili-
sin S41 retained its psychrophilic character as a cata-
lyst in spite of its dramatically increased
thermostability. These results demonstrated that it is
possible to increase activity at low temperatures and
stability at high temperatures simultaneously. It was
concluded that the fact that enzymes displaying both
properties are not found in nature, most likely reflects
the effects of evolution rather than any intrinsic phy-
sico-chemical limitations on proteins (25). However,
the dependence of slower thermal inactivation on cal-
cium concentration indicated that enhanced calcium



binding was largely responsible for the increased sta-
bility.

Few studies are to be found where the kinetic char-
acteristics of a psychrophilic enzyme have been pro-
duced by directed evolutionary methodology. A cold-
adapted subtilisin has been generated by evolutionary
based sequential methodology. Cold-adaptation was
achieved with three mutations, and it was found that
an increase in substrate affinity (i.e., decreased K
value) was mostly responsible for the observed dou-
bling in catalytic efficiency at 10°C (147).

This section has shown that single-residue substitu-
tions can affect stability of enzymes considerably and
influence kinetic properties. However, it may be gen-
erally a fact that more than one substitution is required
to realize the full potential for temperature adaptation
in an enzyme.

VI. TEMPERATURE EXTREMOPHILES AS
SOURCES FOR BIOCATALYSTS FOR
THE FOOD INDUSTRY

A. Thermophilic Enzymes

As mentioned earlier, it is generally advantageous to
run industrial processes at elevated temperatures, as
long as sensitive components in the reaction are not
damaged under such conditions. It is therefore not
surprising that many of the biotechnological processes
involving enzymes are carried out at relatively high
temperatures, and most of the enzymes used are
quite thermostable, despite them being usually of
mesophilic origin (148). A useful industrial enzyme
must have several specific properties depending on
the particular application, but thermostability is
usually an absolute necessity (148). Despite the poten-
tial benefits that may be achieved by using more ther-
mostable enzymes in several of these processes, the
industrial uses of thermophilic enzymes are still very
limited (19). In some industrial sectors (including the
food industry), which use “bulk” industrial enzymes,
cost is the major issue, as introducing a new enzyme is
worthwhile only if the cost improvement provided by
the new enzyme justifies the research and development
costs as well as the required changes to production
equipment (19).

Some successful biotechnological applications of
thermophilic enzymes have already been developed
and implemented. At present, by far the most impor-
tant large-scale application of thermophilic enzymes is
in the use of DNA polymerases in the polymerase
chain reaction (PCR). The most commonly used
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enzyme in these applications is the so-called Tag poly-
merase from Thermus aquaticus, but several other
DNA polymerases from other thermo- or hyperther-
mophilic bacteria and Archaea have been character-
ized and are commercially available (6, 149).

Improved thermal stability is a highly desirable
property for the enzymes («-amylase, glucoamylase,
pullulanase, glucose isomerase) that are used in the
commercial processing of starch to glucose and fruc-
tose in the production of high-fructose corn syrup. In
this process the starch is typically gelatinized at 105°C
for 5 min and then a-amylase is used at 95°C and pH
6-6.5 to partially cleave the a1-4-glycosidic linkages in
the interior of the polymer, leading to liquefaction of
the starch. For the second (saccharification) step, the
temperature must be lowered to 60-62°C and the pH
to 4.5, to adjust to the stability and the pH optimum of
the exo-acting glucoamylase and pullulanase that
further cleave the chain to smaller saccharides (95—
96% glucose in glucose syrups) (6, 19, 150). In the
final step the concentrated glucose syrup is again pH
adjusted to 7-8.5, and is passed through a column with
immobilized glucose isomerase (xylose isomerase) at
55-65°C, which converts it preferably to 55% fructose
(150). The limited thermal stability of the currently
used glucose isomerases determines the moderate tem-
peratures used in this process (19).

The use of more thermostable enzymes which are
active under similar temperature and pH conditions
could significantly improve the starch conversion pro-
cess, as it would be possible to run the liquefaction and
saccharification process in one step (19, 31). Finding
thermostable enzymes with similar pH characteristics
(activity and stability) would also reduce costs in the
process as the use of ion exchanger step could be
avoided, but that is necessary to carry out to remove
salts that accumulate as a result of the pH adjustments
between different steps. In this respect hyperthermo-
philic a-amylases with lower pH optima are promising
candidates (6, 151).

Studies have also shown that isomerization of glu-
cose to fructose can be improved considerably by
running this step at elevated temperatures (150). A
search for more thermostable glucoamylases (or «-
glucosidases), pullulanases, and glucose isomerases
from hyperthermophilic Archaea and bacteria is
now actively being pursued with the goal of finding
enzymes with more desirable properties in the starch
conversion process (see 6, 19, 31, for review).
Furthermore, protein engineering has increasingly
been used to improve thermal stability (152, 153),
or catalytic properties (154) of glucose isomerases.



Mutant enzymes obtained with protein engineering
techniques may prove to be important candidates
for future industrial applications, in these and other
processes.

Cyclodextrins are useful in the food industry in spe-
cific separation processes, in flavor stabilization, and in
controlled release and exclusion of unwanted com-
pounds from the bulk phase (155). They are nonredu-
cing cyclic products of six to eight glucose units. At the
industrial level they are made from starch that first is
liquefied at high temperature by a thermostable ¢-amy-
lase, followed by transglycosylation reaction leading to
the cyclized product, a reaction catalyzed by cyclodex-
trin glycosyl transferase (CGTase) (6, 19). The meso-
philic CTGases that are conventionally used in the
process are heat-labile and the second step in the pro-
cess must be run at lower temperatures. Using a ther-
mostable CGTase would greatly improve the process,
as liquefaction and cyclization could be carried out in
one step (6, 19).

Several proteases from thermophiles and hyperther-
mophiles have been characterized (19, 48). The major
large-scale use of proteases as industrial enzymes is in
the detergent industry, as additives in household deter-
gents, with alkaline serine proteinases from mesophilic
Bacillus species (subtilisins) as the main enzymes.
These enzymes are generally quite stable at moderately
high temperatures (60-65°C) and under alkaline con-
ditions (pH 9-11) (148). A number of subtilisin-like
serine proteinases from extreme thermophiles have
been characterized (see, e.g., 156-158) that would be
expected to have properties more optimized for deter-
gent applications, but that have not been used for that
purpose. A major reason is that changing the large
bulk production lines for the present detergent pro-
teases for the more thermophilic enzymes may not be
cost-effective at present.

An advantage of doing proteolysis at high tem-
peratures is that the protein substrates are denatured,
which makes them generally more accessible to pro-
teolytic attack than when in their native states. This
may be particularly important when hydrolyzing dif-
ficult proteinaceous waste materials (148). Because of
their high thermal activity and stability under condi-
tions that denature most other proteins, thermophilic
proteases are good candidates for applications aimed
at utilizing different protein waste materials for mak-
ing protein hydrolyzates for different purposes. High-
temperature treatment of such waste materials would
also contribute to maintaining aseptic conditions and
to prevent the growth of spoilage bacteria and patho-
gens during processing.
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Proteases have increasingly been used in peptide
synthesis, where advantage is taken of their reverse
reaction under modified solvent conditions. Studies
have shown that peptide synthesis is favored under con-
trolled conditions at higher temperatures. It has there-
fore been suggested that, owing to their optimal activity
at high temperatures and higher resistance to organic
solvents than their mesophilic counterparts, thermophi-
lic proteases should prove excellent candidates for enzy-
matic peptide synthesis (19). Indeed, the use of the
thermophilic neutral metalloprotease thermolysin for
the synthesis of the artifical sweetener aspartame (a
dipeptide) has been developed into a large-scale appli-
cation, and is currently the only industrial application
that uses a thermophilic protease (19, 148).

B. Psychrophilic Enzymes

Depsite the fact that stability is a major criterion for
the industrial application of enzymes, the use of psy-
chrophilic enzymes in selected instances may offer
advantages. Examples of the real usage of such
enzymes in an industrial setting are very rare, although
ideas as to the potential application of cold-active
enzymes have been around for the past two decades
(5, 8, 99, 159). The main advantages seen for cold-
active enzymes are twofold: high activity at low tem-
peratures, which may reduce energy consumption, and
easy inactivation through moderate heating or low-pH
treatment. Low processing temperatures might also
work toward reducing bacterial contamination (5).
Potential uses range from the use of cold-active
enzymes in the detergent industry for washing or dis-
infecting at low temperatures (amylases, lipases, and
proteinases), to various applications in food industries.
Examples relating to milk processing include lactose
hydrolysis by B-galactosidase, or the use of proteases
to coagulate milk and accelerate cheese maturing.
Also, cold-active enzymes may become useful in speci-
fic biotransformations, such as the production of oils
with high polyunsaturated fatty acid content, and in
whole organisms for environmental cleaning, where
temperatures are generally low (e.g., removal of
heavy metals or toxic materials from aqueous efflu-
ents). More specialized uses include addition to contact
lens cleaning fluids, and the potential use of ice-nucle-
ating proteins in the manufacture of ice cream or arti-
fical snow (5, 99).

Some other examples relating to food production
have been considered in the fishing industries of
North Atlantic coastal nations, but large-scale use is
still in its infancy (159-162). Examples where cold-



active enzymes have found use as processing aids
include caviar productions (i.e., releasing roe from
roe sacks), the deskinning of fish fillets or squid mantle,
and the removal of membranes from cod liver or swim
bladder. In some instances the task has proven vir-
tually impossible by manual or mechanical means,
thus augmenting the value of the enzymatic process.
Development of several other technical processes has
been a success at a laboratory scale, but not found
widespread use in demanding industral environments.
Also, a dependable source of speciality enzymes (i.c.,
cold-active enzymes) in bulk has not been there and
they are still costly. Large-scale fish processing that
will depend on biotechnology may still be a long way
in the future.

Besides being useful for industrial application,
enzymes from extremophiles have applications as fine
chemicals for research laboratories. Cold-active alka-
line phosphatase from shrimp (163), for example, is
preferred to more heat-stable variants in DNA work,
and DNA ligase from P. haloplanktis, which is very
efficient at low temperatures, may offer a novel tool
for biotechnology (116). As mentioned for thermophi-
lic enzymes, the psychrophilic enzymes may also be
well suited for biocatalysis in organic media, an emer-
ging field of possible application (164).
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I. INTRODUCTION

Only a very small proportion of the nitrogen present
on earth is in a usable form at any one time. More than
99.9% of the nitrogen is present as the dinitrogen
molecule (N,). Most organisms cannot metabolize
this abundant, but relatively inert N, and so they
must assimilate nitrogen in a “fixed” form, such as
ammonia (NHj3) or nitrate (NO53). As part of the geo-
biochemical nitrogen cycle, nitrogen fixation drives the
conversion of atmospheric N, to ammonia. However,
the complementary processes of nitrification and
denitrification convert ammonia back to dinitrogen,
which is returned to the atmosphere. This constant
cycling means that the pool of fixed nitrogen within
the biosphere must be constantly replenished because
ammonia is necessary for the formation of biologically
essential, nitrogen-containing compounds, such as
amino acids and nucleic acids. Dinitrogen is fixed
naturally by both nonbiological processes, like light-
ning and combustion, and by biological processes.
Natural nonbiological processes contribute ~ 10%
and biological processes contribute about 65% of the
total annual fixation rate. Industrial ammonia synth-
esis contributes the other 25% (1, 2). Thus, biological
nitrogen fixation is a pivotal life-supporting process
that provides the majority of the fixed nitrogen source
necessary to sustain life on earth.

Animals, including man, are directly dependent on
plants to supply much of the energy and many of the
nitrogenous compounds required to survive. Plants, in
their turn, are dependent on the availability of nitro-
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genous compounds produced from atmospheric N,
either commercially or biologically by microbes. In
this way, nitrogen fixation assumes significant impor-
tance in agriculture because the availability of fixed
nitrogen is most often the limiting factor in crop pro-
duction. Consequently, efforts to grow sufficient crops
to feed the global population have led to increases in
the application of commercial nitrogen fertilizers.
However, applying nitrogen fertilizers has its costs.
These costs, which are directly associated with the
Haber-Bosch process, include: (a) consumption of non-
renewable fossil fuel resources as both feedstock and
energy source; (b) significant storage costs for product
manufactured year-round but applied seasonally and
significant transportation costs due to the production
site usually being remote from the site of use; and (c)
contamination of local water systems through runoff.
In fact, only about one-third of the applied nitrogen is
assimilated by plants, whereas one-third is leached
away (after conversion to nitrate) and one-third is deni-
trified and lost to the atmosphere as N,(1). An alter-
native approach to using the Haber-Bosch process for
producing commercial nitrogen fertilizer is to exploit
the biological process and considerable effort is cur-
rently being directed at understanding the molecular
mechanism of biological nitrogen fixation.

II. NITROGEN-FIXING ORGANISMS AND
CROP PLANTS

Only prokaryotes, i.e., those living things without an
organized nucleus (Eubacteria, Archaea, and actino-



mycetes), can perform biological nitrogen fixation. The
ability to fix N, is widely spread among bacterial gen-
era (3, 4) and, despite a number of claims, no eukar-
yote has been clearly established to fix N,. Although
farmers recognized the benefits of crop rotations cen-
turies ago, the source of much of that benefit was
unknown to them. The first report of nitrogen fixation
in 1838 involved a comparison of the growth and nitro-
gen content of cereals with leguminous plants (mainly
clover in rotations with wheat and tuber crops) in both
greenhouse and field experiments. The result “‘that
azote (nitrogen) may enter the living frame of the
plants directly” (5, 6) was received with much skepti-
cism. It was not until almost 50 years later that
Boussingault’s work was convincingly confirmed by
Hellriegel and Wilfarth (7), who also solved the per-
plexing question of the source of the fixed nitrogen by
localizing the activity to the bacteria-filled nodules on
the roots of their pea plants (6, 8).

Most nitrogen-fixing microbes are free living and fix
nitrogen for their own benefit. Except for the cyano-
bacteria, the free-living bacteria are generally not agri-
culturally important, contributing only ~ 0.1% of the
fixed nitrogen of a leguminous association. The most
extensively studied free-living bacterial species are
Azotobacter  vinelandii  (an  obligate  aerobe),
Clostridium pasteurianum (an obligate anaerobe),
Klebsiella  pneumoniae (a facultative anaerobe),
Rhodobacter capsulatus (a photosynthetic bacterium),
and Anabaena sp. 7120 (a heterocyst-forming cyano-
bacterium). However, some nitrogen-fixing microbes
enter into a mutually beneficial interaction with other
organisms. The most agriculturally important symbio-
tic relationship involves leguminous plants and rhizo-
bial microsymbionts, but many other nitrogen-fixing,
symbiotic relationships are known. These include
examples with lichens, bryophytes (mosses and liver-
worts), pteridophytes (ferns), cycads, and other nonle-
guminous angiosperms, such as small shrubs and trees,
like Myrica and alder, and larger trees, like Casuarina
3).

The leguminous association ensures that the plant
receives fixed nitrogen directly from the rhizobia bac-
teria, which are harbored in nodules on its roots. In
return, the bacterium receives a protected environment
and a supply of energy from the plant. Another benefit
arising from this association is the provision of an
environment with a low O, tension within the root
nodules. This function is vital because the enzyme,
which catalyzes biological nitrogen fixation and is
called nitrogenase, is extremely sensitive to the pre-
sence of O,. Most often, the first level of protection
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against O, occurs through a physical barrier to free O,
diffusion provided by the plant-derived, outer cortex
layer of the nodule. This structure prevents O, from
flooding the central core of the nodule where the nitro-
gen-fixing bacteria are located. However, some O, is
required for bacterial respiration to provide the
energy and reducing equivalents to drive its nitrogen
fixation, and this low, but sufficient, concentration is
delivered by an oxygen-transporting protein, called
leghemoglobin.

Establishment of a symbiotic relationship is a com-
plicated process, which most often involves specificity
between the host plant and its microsymbiont (9). In
the legume symbiosis, initiation of the infection pro-
cess occurs when bacteria induce curling of the tip of
root hairs (10, 11). These structures then envelop the
bacteria and form an “‘infection thread,”” which pene-
trates the root cortex and along which the invading
bacteria enter the host plant cells (12). As infection
thread formation occurs, cell division is induced within
the root cortex, resulting in formation of a nodule
primordium (13). When the infection thread contacts
a newly divided primordial cell, bacteria are released
and they enter the cytoplasm of the primordial cell
through an endocytotic process, which results in a
plant-derived peribacteroid membrane that surrounds
the bacteria (14). Following multiple bacterial-cell divi-
sion and peribacteroid membrane proliferation, the
host cell becomes filled with bacteria, which then dif-
ferentiate into bacteroids that are specialized for fixing
nitrogen.

The symbiotic interaction requires coordination
among the partners at both the developmental and
metabolic levels. This cooperation is accomplished
through reciprocal communication and control of
gene expression. Signaling between the partners starts
when the regulatory nodulation (nod) genes of the rhi-
zobia detect plant signals present in root exudates.
These plant signals are usually flavanoids (15). These
flavanoids specifically induce rhizobial nodD gene
expression (16), which produces a regulatory protein
(a transcriptional activator) that controls the expres-
sion of all other nod (and nol) genes. The concerted
action of the products of other nod genes results in
the synthesis and release of the bacterial signals, called
Nod factors (17). Each rhizobial Nod factor is species
specific. It is chitinlike, being composed of B(1-4)-
linked N-acetylglucosamine residues. The specificity
of a particular Nod factor depends on both the extent
of oligomerization (usually up to five residues) and the
range of chemical modification of the chitin core, such
as O-acylation or N-acylation at the nonreducing end



and sulfation at the reducing end. The nod4BC genes
are called the “common’ nod genes because their pro-
ducts are required for catalyzing formation of the oli-
gosaccharide core for all Nod factors. The other nod
genes are “‘host specific’” and their products are respon-
sible for oligomerization and modification of the oli-
gosaccharide core. In some plant strains, isolated Nod
factors can initiate root hair curling, infection thread
development, and nodule formation.

Root nodules are the usual result of N,-fixing sym-
bioses involving Rhizobium; however, some tropical
legumes, like Sesbania, produce stem nodules in asso-
ciation with Azorhizobium caulinodans (18). In addi-
tion, some stem nodules retain the ability for
photosynthesis and contain, in the case of
Aeschynomene indica, rhizobia themselves capable of
photosynthesis (19). This close relationship of photo-
synthesis to nitrogen fixation may ease some of the
energy demand of nodules.

Although this tight, nodule-based, symbiotic
arrangement is very successful, it does not extend to
most of the important food crops, like the cereal grains
(rice, wheat, and corn) and root and tuber crops. None
of these harbor symbiotic partners in nodules. Hence,
for the productivity of these crops to reach commer-
cially acceptable levels, extensive augmentation by
commercially fixed nitrogen is usually necessary.
However, other, less formal associations occur regu-
larly in which some interdependence exists among
some grasses (family Gramineae) and bacteria. The
associations of tropical grasses Paspalum and
Digitaria with the bacteria Azotobacter paspali and
Azospirillum brasilense, respectively, are good exam-
ples of such a relationship (20). With Paspalum, a
mucilaginous sheath forms around the root within
which the bacteria live and fix N,. The bacteria do
not invade the plant tissue. In contrast, the
Digitaria—Azospirillum association does involve root
invasion but no nodule develops. The extent to which
the plants benefit from these associations is uncertain.
Azospirillum lipoferum, which occurs in temperate
zones, associates with certain corn and sorghum culti-
vars, but the effect on the plants appears to be small
(21, 22). The more formalized endophytic associations
of both Acetobacter diazotrophicus and Herbaspirillum
spp. with sugar cane (23) and of Azoarcus spp. with
Kallar grass and possibly rice (24) may supply up to
100% of the fixed nitrogen required for the host plant’s
growth, indicating a significant agronomic and eco-
nomic potential.

Nitrogen-fixing associations involving animals also
exist (25). In the case of higher animals, like either man
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with Klebsiella or ruminants with Clostridium, it is
unlikely that much is contributed to the nitrogen status
of the animal because its diet likely contains sufficient
fixed nitrogen, which will repress any N,-fixing activity
by the bacteria. However, with termites and ship-
worms, the associations are significant. Citrobacter
infects the intestinal tract of termites and can fix N,
there with the amount fixed and the benefit gained
depending on the insect’s diet (26, 27). The N,-fixing,
cellulose-decomposing bacterium that inhabits the
Deshayes gland of woodboring shipworms contributes
significantly to the mollusk’s well-being by providing
up to 35% of its fixed nitrogen requirement (28). The
whole area of animal symbioses is under-researched.

III. NITROGENASES
A. Molybdenum Nitrogenase

With one exception (29), all known diazotrophs con-
tain a nitrogenase (or nitrogenases) that is a complex
of two metalloproteins (30-33). The individual nitro-
genase component proteins of the most commonly
occurring nitrogenase, usually referred to as Mo-nitro-
genase, have been designated as the Fe protein (or
component 2 or dinitrogenase reductase) and the
MoFe protein (or component | or dinitrogenase).
The trivial names for these proteins are derived from
the composition of their associated metal centers. The
Fe protein is a homodimer (M, = 64,000), which con-
tains two MgATP binding sites and a single [4Fe—4S]
cluster. The MoFe protein is an «, 3, heterotetramer
(M, = 230,000), which contains two pairs of two dif-
ferent metalloclusters, called P-clusters and iron-
molybdenum cofactors (or FeMo cofactors). The
three-dimensional structures of the Fe protein (34)
and MoFe protein (35, 36) have been solved, as have
the structures of their associated metal clusters (34, 37,
38). The Fe protein serves as a specific reductant for
the MoFe protein, which contains the site(s) of sub-
strate binding and reduction.

Wild-type nitrogenase catalyzes the biological nitro-
gen-fixation reaction, which is usually described as:

N, + 8H" + 8¢~ + 16MgATP — 2NH; + H,+
16MgADP + 16P;

In addition, nitrogenase catalyzes the reduction of
many other small molecule substrates, all of which
have the same requirements for catalytic activity,
namely MgATP, a low-potential reductant and an
anaerobic environment (39, 40). The optimal stoichio-
metry for nitrogenase function is four molecules of



MgATP hydrolyzed for each pair of electrons trans-
ferred to substrate; this ratio is independent of the
substrate reduced. The so-called alternative substrates
include, for example, acetylene, which is only reduced
by two electrons to ethylene, HCN, which is reduced
by six electrons to methane and ammonia and by four
electrons to methylamine, and azide, which is reduced
by two electrons to nitrogen gas and ammonia. Carbon
monoxide (CO) is a potent inhibitor of all nitrogenase-
catalyzed substrate reductions with the exception of
H* reduction (41). H, has a unique involvement with
Mo-nitrogenase and with N, reduction in particular. It
can play any one of four well-documented roles both in
vivo and in vitro. H,, via the action of hydrogenase, can
be the source of reducing equivalents for nitrogenase; it
is the sole product in the absence of other reducible
substrates in an ATP-dependent, CO-insensitive reac-
tion (42); it is a specific competitive inhibitor of N,
reduction, affecting neither the reduction of any
other substrate nor its own evolution (43); and,
under an N,/D, atmosphere, HD is formed in a CO-
sensitive, MgATP-requiring reaction (44—47). These
Mo-nitrogenases, from a variety of genera, exhibit a
high level of primary sequence identity. The sequence
conservation is particularly high in the regions of the
MgATP- and metallocluster-binding sites (48). With
the notable exception of C. pasteurianum, the compo-
nent proteins from all Mo-based nitrogenases interact
as heterologous crosses to form catalytically active
enzymes (49).

B. Alternative Nitrogenases

With the single exception noted above and described in
Section III.C below, all nitrogen-fixing organisms that
have been studied at the level of the enzyme have the
Mo-containing nitrogenase. There are, however, two
other types of nitrogenases, which are closely related
to the Mo-nitrogenase, but neither contains Mo.
These so-called alternative nitrogenases (50—52) consist
of two protein components, including a Fe-protein
component specific for each alternative nitrogenase.
The larger of the two component proteins of the first
alternative nitrogenase contains a cofactor with a vana-
dium (V) atom substituting for the Mo atom. This
replacement results in a VFe protein containing a FeV
cofactor. The second type contains a cofactor where the
Mo atom is substituted by Fe to produce a FeFe protein
containing a FeFe cofactor. The high level of primary
sequence identity recognized among the Mo-dependent
nitrogenases also extends to the alternative nitro-
genases. This identity strongly suggests that all nitro-
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genases are likely to have common structural features
and mechanistic similarities. However, the larger com-
ponent of these alternative nitrogenases is hexameric
with three types of subunits, which are encoded by
either vufDGK (51, 53, 54) or anfDGK (52, 55), rather
than the tetrameric form of the MoFe protein.

There appears to be no logic to the way in which
these nitrogenases are distributed among microorgan-
isms. For example, Klebsiella pneumoniae has only Mo-
nitrogenase, whereas Azotobacter chroococcum has
both Mo- and V-nitrogenase, and Rhodobacter capsu-
latus has Mo- and Fe-nitrogenase. Moreover, all three
nitrogenase types are found in A. vinelandii. The
expression of each nitrogenase is under hierarchical
control through the availability of either Mo or V in
the growth medium (56, 57). Whenever Mo is avalil-
able, expression of the Mo-dependent nitrogenase is
stimulated and the expression of the others is
repressed. Similarly, when V is available and Mo is
absent, expression of the V-nitrogenase only occurs.
If both metals are absent, then only the Fe-nitrogenase
is expressed. Such control by metal availability is phy-
siologically reasonable because Mo-nitrogenase is the
most efficient catalyst for nitrogen reduction, followed
by V-nitrogenase, with the Fe-nitrogenase being the
least efficient with a large majority of reducing equiva-
lents being used to evolve H, rather than to produce
ammonia (58, 59). Active heterologous nitrogenase
results from crosses among the two-component pro-
teins from Mo-nitrogenase and V-nitrogenase, but
crosses involving either component protein from the
Fe-nitrogenase are ineffective with the complementary
protein from both Mo- and V-nitrogenases (59).

C. Streptomyces thermoautotrophicus
Nitrogenase

Although this recently discovered (29), unique nitro-
genase system consists of two component proteins, the
larger of which contains Mo, Fe, and sulfide, that is
where the similarities to the classical Mo-nitrogenase
stop. The Fe-protein component of the classical nitro-
genase is replaced by a manganese-containing super-
oxide oxidoreductase, which oxidizes superoxide to
dioxygen and then transfers the electron to a MoFeS-
containing protein at which each dinitrogen molecule
is reduced by eight electrons to two molecules of
ammonium and one molecule of dihydrogen. This
reaction appears to require less MgATP per dinitrogen
reduced than that required by the classical Mo-nitro-
genase. In place of flavodoxin or ferredoxin as the
electron donor to the Fe protein, a Mo-containing



CO dehydrogenase operates by coupling the oxidation
of CO to the reduction of dioxygen to produce super-
oxide. The MoFeS-containing protein is a o8y hetero-
trimer quite different from the «, 8, composition of the
classical Mo-nitrogenase. Other unique features of this
nitrogenase include the insensitivity of its nitrogen fixa-
tion toward dioxygen, CO, and dihydrogen, all of
which are potent inhibitors of nitrogen fixation in the
classical system. Finally, this nitrogenase does not cat-
alyze the reduction of acetylene to ethylene.

D. Mechanism of Nitrogenase Action

During catalysis, the Fe protein delivers electrons, one
at a time, to the MoFe protein in a process that couples
MgATP binding and hydrolysis to the association and
dissociation of the two component proteins and con-
comitant electron transfer (33, 60). Both component
proteins are required for MgATP hydrolysis, and
neither component protein alone will reduce substrate.

Based on a substantial amount of kinetic data, a
numerical model has been developed to describe the
process by which electrons are sequentially delivered
to the MoFe protein and then to substrate (60). This
model treats the MoFe protein as a dimer of dimers
with each af-dimer operating independently and being
serviced by Fe protein. This approach involves two
interconnecting processes, which are called the Fe-pro-
tein cycle and the MoFe-protein cycle. The Fe-protein
cycle describes how the Fe protein’s [4Fe—4S] cluster
cycles between its reduced 17 and its oxidized 2™ redox
states as it delivers an electron to the MoFe protein,
coupled with MgATP hydrolysis, and is then re-
reduced by another electron transfer protein, usually
either a ferredoxin or a flavodoxin.

The MoFe-protein cycle is necessarily more com-
plex because it involves the progressive reduction of
the MoFe protein by up to eight electrons for N, bind-
ing and reduction, which therefore requires eight turns
of the Fe-protein cycle. This model is consistent with
N, becoming bound to the active site only after three
electrons have been accumulated within the MoFe pro-
tein. How and where these electrons are stored prior to
the binding and reduction of substrate is unknown.
However, current biochemical data suggest that
intra-MoFe-protein cluster-to-cluster electron transfer
occurs (61, 62). In addition, structural data supporting
this thesis come from the crystallographic model for
the docked complex of two Fe proteins with one
MoFe protein (63) (Fig. 1). Docking occurs along the
Fe protein’s twofold symmetric axis, which bisects the
single [4Fe—4S] cluster, and the pseudosymmetric «f-
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interface of the MoFe protein. This arrangement
places the Fe protein’s [4Fe—4S] cluster in close proxi-
mity to the P-cluster of the MoFe protein and also
situates the P-cluster between the Fe protein’s [4Fe—
48] cluster and the FeMo cofactor. This arrangement
suggests that electron transfer occurs from the [4Fe—
48] cluster through the P-cluster to the FeMo cofactor,
where substrate reduction occurs.

One P-cluster is located at each af-interface of the
MoFe protein. In its as-isolated form, which is
believed to represent its fully reduced, all-Fe** state,
the [8Fe—7S] P-cluster consists of two [4Fe—4S] sub-
clusters that share a single, six-coordinated sulfide
(PN in Fig. 2). Upon oxidation by redox-active dyes,
the P-cluster structurally rearranges through movement
of two of its eight Fe atoms to P°X, both of which also
undergo a change in their ligand environment. This
redox-dependent structural change of the P-cluster is
likely to be mechanistically related to its role in accept-
ing electrons from the Fe-protein and coupling their
delivery, along with the required protons, to the
FeMo cofactor and substrate (38).

The FeMo cofactor is composed of a [Mo—7Fe-9S]
core plus one molecule of (R)-homocitrate (Fig. 3). This
basic framework consists of two partial clusters, [Mo—
3Fe-3S] and [4Fe-3S], bridged by three sulfides.
Homocitrate is coordinated to the Mo atom through
its 2-hydroxyl and 2-carboxyl groups. Substrate bind-
ing and reduction at the FeMo cofactor is supported by
several lines of evidence. First, mutant strains, which
are unable to biosynthesize FeMo cofactor, are also
unable to catalyze nitrogen fixation (64) but, when iso-
lated FeMo cofactor is added to crude extracts pre-
pared from such mutant strains, the ability to fix
nitrogen in vitro is restored. Second, when citrate
replaces homocitrate as the organic constituent of an
altered FeMo cofactor, the resulting MoFe-protein
exhibits altered catalytic properties (64—66). Third,
altered MoFe proteins, which have amino acid substi-
tutions within the FeMo cofactor’s polypeptide envir-
onment, also exhibit altered catalytic properties (67,
68). Although how substrates interact with FeMo
cofactor during turnover is not known, both the pre-
sence of six coordinately unsaturated Fe atoms (69—73)
and the homocitrate bound to Mo (74) have been sug-
gested to be involved in substrate and inhibitor binding.
For example, multiple distinct and possibly overlap-
ping sites have been proposed involving the Fe-S fra-
mework (75). In contrast, the carboxylate group, which
is coordinated to the Mo atom, has been suggested to
serve as a leaving group in a mechanism that activates
Mo to provide a substrate coordination site (76).



Figure 1 Ribbon diagram of the three-dimensional structure of the 4. vinelandii Mo-nitrogenase complex, which is stabilized by
using ADP-A1F; as an ATP analog. The complex consists of two molecules of the Fe-protein (lightest shading), one at each end
of one molecule of the MoFe-protein o, 3, tetramer. The twofold symmetry axis of the Fe-protein aligns with the pseudo-twofold
symmetry axis, which bisects the af-subunit interface of the MoFe-protein. Each half of the MoFe-protein molecule (which may
be visualized by drawing a line through the center from the 1 o’clock to the 7 o’clock position) represents an «fB-subunit dimer,
each encompassing one P-cluster and one FeMo-cofactor. The B-subunits (darkest shading) make all contacts among the two of3-
dimers. The a-subunits (medium shading), which do not contact one another, are located in the lower left and upper right (with
the FeMo cofactor clearly visible in both). (Courtesy of Dr. D. C. Rees, California Institute of Technology.)

E. Role of MgATP in Nitrogenase Catalysis

The overall reduction of N, to yield 2NHj; is thermo-
dynamically favorable, although the formation of two-
electron-reduced intermediates, if they exist, is not. It
appears, then, that MgATP binding and hydrolysis
during nitrogenase catalysis is not a thermodynamic
requirement but rather it is used to drive electron
transfer toward substrate reduction and to prevent
the back flow of electrons to the Fe-protein. This situa-
tion may be envisioned as the “gating” of electron flow
in which MgATP binding and hydrolysis causes con-
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formational changes in both nitrogenase proteins that
ensure delivery to and accumulation within the MoFe-
protein of multiple electrons prior to their delivery to
substrate. In support of this concept, primary amino
acid sequence and structural comparisons show that
the Fe-protein is a member of a large class of signal
transduction proteins that undergo conformational
changes upon MgATP binding and hydrolysis.

The following sequence of events, which occur dur-
ing a single turn of the Fe-protein cycle and which
account for the role of MgATP in nitrogenase cataly-
sis, is widely accepted (77). First, the reduced Fe-pro-



Figure 2 Ball-and-stick structural models of the two forms,
POX and PY, of the P-cluster of the nitrogenase MoFe-pro-
tein. Each form is shown in two orientations, which are
related by a 90° rotation. The iron atoms are gray and
labeled 1-8; and the S atoms are black with the S atom
that is labeled as S1 being shared among the two subclusters.
The length of the Fe6-S1 bond is longer than the normal Fe—
S bond and is shown as a dotted line. (Figure courtesy of Dr.
J.W. Peters, Utah State University.)

tein binds two MgATP molecules, which produces a
conformational change in the Fe-protein that makes it
competent for interaction with the MoFe-protein.
Second, the two proteins form a complex, which
induces changes in the midpoint potentials of the
metal-sulfur clusters such that electron flow toward
FeMo cofactor is energetically favored. In the nitro-
genase complex, the redox potential of the Fe-protein’s
[4Fe—4S] cluster is —620 mV, that of the P-cluster is
—390 mV, and the redox potential of the FeMo cofac-
tor is —40 mV (78). Third, in addition to electron
transfer, the docking of the component proteins trig-
gers MgATP hydrolysis, although it is not clear
whether this occurs shortly before, concomitantly
with, or shortly after electron transfer or whether the
timing varies depending on other factors. It is clear,
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Homocitrate

Figure 3 Ball-and-stick structural model of the FeMo
cofactor of the nitrogenase MoFe—protein. Its iron atoms
are gray and labeled Fel-Fe7; the Mo atom is large and
black; the S atoms are medium-size and black; and all C,
N, and O atoms are small and black. Also shown are the
directly bonded entities, which are R-homocitrate and the
two oa-subunit residues, histidinyl-442 and cysteinyl-275.
(Figure courtesy of Dr. J.W. Peters, Utah State University.)

however, that phosphate release (which is usually
when energy transduction occurs) from the complex
follows electron transfer and that phosphate release
does not drive the dissociation of this complex into
its component proteins (79). Fourth, the conversion
of the Fe-protein from the MgATP-bound state to
the MgADP-bound state causes complex dissociation
and this process is the rate-limiting step in nitrogenase
catalysis (60). This complex intercommunication
between the two proteins results in the accumulation
of electrons within the MoFe-protein, and the whole
process appears to be synchronized by sequential con-
formational changes induced by MgATP binding, com-
ponent protein interaction, and MgATP hydrolysis.

F. Electron Transport to Nitrogenase

A source of reducing equivalents of sufficiently low
potential is required for regeneration of reduced Fe-
protein after it has donated one electron to the
MoFe-protein. Both flavodoxins and ferredoxins are



capable of serving this function in vitro. The ultimate
donor of low-potential electrons has not been identi-
fied for most nitrogenases. In some bacteria, e.g., 4
vinelandii, redundancy is apparent with several flavo-
doxins and ferredoxins capable of supporting nitrogen-
ase turnover. However, for K. pneumoniae, two genes,
nifF and nifJ, are involved in coupling the reduction of
Fe-protein to intermediary metabolism (80, 81). The
nifF gene product is a flavodoxin that can donate an
electron to the oxidized Fe-protein. In this process, the
reduced hydroquinone form of its flavin is oxidized to
a semiquinone form. The re-reduction of flavodoxin is
accomplished through the catalytic activity of the nifJ
gene product, which is a pyruvate-flavodoxin oxido-
reductase. It couples the oxidation of pyruvate, yield-
ing acetyl-CoA and CO,, to the reduction of the
semiquinone form of the flavin to its hydroquinone
form. The nifJ gene has not been found in other nitro-
gen-fixing genera, so other means of providing redu-
cing equivalents to nitrogenase must be operating.

IV. nif GENES

In addition to the products of the nif genes discussed
above, other genes and their products are required for
the maturation of the nitrogenase component proteins
and for the regulation of the expression of the nitro-
genase genes. The organism that appears to have the
simplest organization of nitrogen fixation—specific (nif)
genes, and which is the one best studied at the mole-
cular genetic level, is the facultative anaerobe,
Klebsiella pneumoniae. This organism has 20 nif genes
organized into seven transcriptional units. The specific
designations for individual K. pneumoniae nif genes are
also used to denote genes whose products have homo-
logous functions in other organisms. For example, the
nif structural genes from all diazotrophs are designated
nifH, nifD, and nifK and they encode the Fe-protein
and the MoFe-protein «- and B-subunits, respectively.
Complications occur, however, in the genetic nomen-
clature of nif genes in that some organisms do not have
homologues of all K. pneumoniae nif genes and others
have nitrogen fixation—related genes that are not pre-
sent in K. pneumoniae. A general convention is that the
nif designation is reserved for only those genes that
have functional counterparts in K. pneumoniae,
whereas nitrogen fixation-related genes present in
other organisms without functional counterparts in
K. pneumoniae are given other designations. For exam-
ple, the “fix”” designation is used for such genes occur-
ring in the rhizobia. A number of nitrogen fixation
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genes associated with both of the genetically distinct,
Mo-independent “alternative’ enzymes have also been
identified, including the structural genes for both the
V-nitrogenase (vnfHDGK) and the Fe-nitrogenase
(anfHDGK) (82, 83), two nifAd-like genes (84), and
one nif EN-like sequence (85). The functions of the pro-
ducts of these last three genes is described in the next
two sections.

V. MATURATION OF NITROGENASE

The primary translation products of the nitrogenase
structural genes are not active. Many other nif-
specific genes are required to activate these immature
structural components. The function of the products
of these nif-specific maturation genes is to catalyze the
formation and then insertion of the individual
metalloclusters into apo-forms of the Fe-protein and
MoFe-protein. In the case of the Fe-protein, only the
nifM gene product is specifically required for its
maturation (86). The nifM gene product has not yet
been isolated in an active form, but it appears to be a
member of a family of peptidyl-prolyl isomerases
(87), which assist protein folding by catalyzing the
cis/trans isomerization of certain peptidyl-prolyl
bonds. It is not obvious why such a requirement
exists for the maturation of the Fe-protein, but it
could be involved with the formation of a transient
state of the immature Fe-protein necessary for inser-
tion of the [4Fe—4S] cluster.

Maturation of the MoFe-protein, particularly the
formation and insertion of the FeMo cofactor into an
immature form of the MoFe-protein, is much more
complicated. This process involves the products of, at
least, the nifH, nifE, nifN, nifB, nifV, and nifQ genes.
The nitrogenase Fe-protein, whose subunits are the
product of nifH, is required for both formation and
insertion of the FeMo cofactor (88, 89). The Fe-pro-
tein’s specific function in these processes is unknown
but neither its MgATP-binding and -hydrolysis
properties nor its electron transfer capability are
involved (90, 91). Biochemical complementation
experiments show that the FeMo cofactor is initially
synthesized elsewhere and then inserted into a FeMo
cofactor—deficient MoFe-protein that contains intact
P-clusters (92).

A portion of the biosynthetic process occurs within
a complex of the products of the nifEN genes. The
nifEN gene products bear primary sequence similarity
to the products of the nif DK structural genes (93) and a
heterotetrameric complex of the nif EN products likely



serves as a molecular scaffold for FeMo cofactor
assembly (93, 94). In A. vinelandii, a second nifEN-
like set of genes, which are called vnfEN, have been
detected and they appear to have a common function
in both the vnf and anf systems. The vnfEN gene pro-
ducts probably work similarly for both the FeV cofac-
tor and the putative Anf cofactor (FeFe cofactor) (85).
The product of the nif B gene catalyzes the formation of
a FeMo cofactor precursor called NifB cofactor (95).
NifB cofactor appears to provide the basic Fe-S
framework necessary for FeMo cofactor construction
and becomes accommodated within the NifEN com-
plex (96).

The nifV gene product catalyzes the condensation of
acetyl-CoA and a-ketoglutarate to form homocitrate,
the organic constituent of FeMo cofactor (97, 98). The
nifQ gene product has a role in providing the Mo atom
for the FeMo cofactor, especially under Mo-deficient
conditions, but its exact role is unknown (99). The
products of the nifX, nif W, and nifZ genes might also
have some role in FeMo cofactor biosynthesis (100,
101). With K. pneumoniae, a low-molecular-weight
protein, encoded by rnifY, appears to be associated
with the apo-MoFe-protein produced in strains lacking
either nifB or nifEN activity. The nifY gene product
may stabilize an apo-MoFe-protein conformation
that is amenable to FeMo cofactor insertion (102,
103). A different low-molecular-weight protein, which
is called gamma and is not encoded by nifY, appears to
serve the same function in A. vinelandii (104).

Two other nif gene products, those of nifS and nifU,
catalyze reactions that are involved in the general
mobilization of Fe and S for metallocluster assembly
(98, 105, 106). The nifS gene product is a cysteine
desulfurase that activates S for Fe—S cluster formation.
The nifU gene product might have a role in providing
Fe. Homologs to nifU and nifS, whose expression is
not under nif-specific control, are present in many
organisms and these may function in general Fe-S
cluster formation and repair (107).

When the alternative nitrogenases are considered,
the situation becomes complicated because the pro-
ducts of the nifMBVUS genes are essential for func-
tional activity of the V-nitrogenase and Fe-nitrogenase
as well as the Mo-nitrogenase (59, 108, 109). The nifM
requirement indicates that all three Fe-proteins are so
similar that a single NifM-protein can process them all.
Because the nif BV gene products are involved with the
biosynthesis of the FeMo cofactor of Mo-nitrogenase,
their common requirement suggests similar cofactors
in all three systems. Further, the nifB requirement sup-
ports the suggestion that its function cannot be Mo
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specific. The requirement for nifB, but not nifEN, is
surprising because nifB and nifN are fused in
Clostridium pasteurianum (110), which expresses a
Mo-independent nitrogenase (111). Moreover, the
nifV requirement shows that homocitrate is a constitu-
ent of all three cofactors as are S>~ and Fe, which
would be provided through the requirement for the
products of the nifUS genes.

VI. REGULATION OF NITROGENASE
EXPRESSION

Because both nitrogenase proteins are denatured by
dioxygen and because nitrogenase turnover requires
consumption of considerable metabolic energy, it
would make no sense to express the nif genes when
dioxygen is present, when a fixed nitrogen source is
available, or when cellular growth is limited by the
availability of a carbon source. All three factors regu-
late nif gene expression. Moreover, many free-living
nitrogen fixers have alternative nitrogenases and so
the expression of the nif genes is also controlled by
the availability of Mo or V.

K. pneumoniae has been most thoroughly studied in
terms of the regulation of nif gene expression. Two of
its 20 nif-specific genes are the regulatory genes, nifL
and nifA (112), and they are contained in one of
the seven transcriptional units in K. pneumoniae.
Expression of the nifLA4 genes is controlled by the glo-
bal nitrogen regulatory elements consisting of the pro-
ducts of the ntrA, ntrB, and ntrC genes. The expression
of the other six nif transcriptional units is controlled by
the products of nifL, nifA, and ntrA. The ntrA gene
product, which is known as either NtrA or o, is an
alternative sigma factor that controls the expression of
not only the nif and ntr genes but also that of a wide
variety of gene families (113). The presence of NtrA
imparts a specificity to RNA polymerase and allows it
to recognize a consensus promoter sequence, CTGG-
Ng-TTGCA, which is located —24 to —12 bp before
the transcription initiation site. Generally, the normal
RNA polymerase, which contains the abundant sigma
factor called o'°, recognizes a typical prokaryotic pro-
moter sequence, TTGACA-N;-TATACA, at —35 to
—10 bp before the transcription initiation site.
Expression of ntrA does not appear to be tightly con-
trolled, and the omnipresence of NtrA apparently
reserves a portion of the RNA polymerase for specia-
lized functions like nitrogen fixation.

The specific regulation of the expression of the
nifLA genes is controlled by the products NtrB and



NtrC of the global nitrogen regulatory genes, ntrB and
ntrC. NtrB and NtrC form a two-component regula-
tory system in which NtrB is the phosphatase/kinase
sensor protein that controls the phosphorylation state
of NtrC in response to the ratio of a-ketoglutarate
to ammonia in the cell (114). When this ratio is
high, a condition that signals fixed-nitrogen limita-
tion and high energy charge, NtrC is phosphoryl-
ated and, when the ratio is low, NtrC is
dephosphorylated. Under the former condition, phos-
phorylated NtrC initiates a two-tiered regulatory
cascade that first leads to activation of the nifLA
promoter, which then results in activation of the
other nif promoters. Phosphorylated NtrC recognizes
and binds to a consensus DNA sequence that is located
upstream from the o>*-RNA polymerase-binding site
of nifLA. Bound, phosphorylated NtrC catalyzes an
ATP-dependent conformational isomerization at
the promoter site, which ultimately results in the initia-
tion of transcription of the nifLA transcriptional
unit (115). Accumulation of the products of the nifL
and nifA genes then specifically controls the other nif
promoters.

NifA is structurally and functionally similar to
NtrC (116, 117). It also binds to an upstream activator
sequence, but one with a consensus sequence motif,
TGT-N,,-ACA, that is different from the NtrC-bind-
ing site. This sequence is located ~ 100 bp before each
nif promoter except that for nifLA (118). However,
unlike NtrC, NifA activity is not controlled by phos-
phorylation/dephosphorylation; rather, its ability to
activate nif gene expression is controlled by NifL,
which acts as an antiactivator. Although just how
NifL complexes with NifA is not known, this com-
plexation occurs when either the dioxygen level or
the fixed-nitrogen level is sufficiently high and the nif
promoters are not activated. NifL is a flavoprotein that
senses the redox status of the cell by conformational
changes that are controlled by the oxidation state of its
FAD moiety (119, 120). In A. vinelandii, each of the
alternative nitrogenase enzyme systems has its own
specific NifA-like protein (either VnfA or AnfA),
which acts as a positive regulator of nif gene expression
(84).

The mechanism by which K. pneumoniae controls nif
gene expression is not universal. Many other strategies
are used. Very little is known about the regulation of
nif gene expression in the Archaea or clostridia, for
example, except that it is different from that described
above. Other control mechanisms, in addition to tran-
scriptional control, include posttranslational modifica-
tions. For example, the reversible modification of the
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nitrogenase Fe-protein occurs in Rhodospirillum
rubrum and Azospirillum brasilense. These organisms
regulate nitrogenase activity by ADP-ribosylation of
a specific arginine residue on the docking surface of
the Fe-protein in response to changes in environmental
conditions (121, 122). In strict aerobes, nitrogenase can
undergo “conformational protection” to guard against
O, damage by forming a protein aggregate, which dis-
sociates to resume fixation when the O, stress is
relieved (123).

Very different examples of the control of the expres-
sion of nitrogenase activity involve the formation of
specialized structures. In many cyanobacteria, for
example Anabaena 7120, nitrogen fixation is restricted
to specialized cells called heterocysts (124). The forma-
tion of heterocysts, as well as nitrogenase expression, is
both temporally and spatially controlled through term-
inal differentiation events involving genomic rearran-
gements. The root nodule was discussed earlier, but
here another specialized case of the control of nitro-
genase gene expression occurs. Because the function of
the root nodule bacteria (rhizobia) is to produce and
export fixed nitrogen to its host plant, it would defeat
its purpose to retain a regulatory mechanism that is
sensitive to the presence of fixed nitrogen. However,
control of nif gene expression in response to the cellu-
lar dioxygen concentration is still absolutely required.
Similar to the two-component NtrB/NtrC system,
dioxygen control of nif gene expression in rhizobia
occurs through another sensor-regulator pair (125).
The sensor protein, FixL, is a hemoprotein located
within the cell membrane and, like NtrB, it has phos-
phatase/kinase activities. Under microaerobic condi-
tions, FixL catalyzes the phosphorylation of FixJ,
which then activates the expression of nif4 similarly
to NtrC activation in K. pneumoniae. Rhizobia do
not contain a NifLL. analog. Therefore, control of nif
gene expression involves no antiactivator; rather, the
activity of rhizobial NifA proteins appears to be
directly sensitive to the presence of dioxygen (126).

VII. SUMMARY AND OUTLOOK

Considerable progress has been made in understanding
the mechanism of action of nitrogenase, particularly
since 1970. In the early 1960s, only crude, cell-free
preparations were available for investigating the nitro-
gen fixation phenomenon, whereas highly purified,
crystalline preparations of the nitrogenase component
proteins are now available for study. The x-ray derived
structures of both protein components and a docked



complex (35, 63) have clearly defined the structural
goals to add to the obvious reactivity goal for effective
model building. However, there is still no detailed
mechanism that describes biological nitrogen reduction
in structural terms, although a very useful numerical
model is available (60). Even so, purely chemical sys-
tems have been devised that bind N, and, in some
cases, activate it sufficiently that reduced nitrogen
compounds, ammonia, and/or hydrazine are produced
on protonation (127-129). These chemical N, fixation
systems, which work under ambient conditions, may in
the future form the basis of a simple, low-temperature
and low-pressure system, possibly operated electroche-
mically and driven by a renewable resource, such as
solar, wind, or water power or off-peak electrical
power, located near or in irrigation streams.
However, they are unlikely to compete directly with
commercial nitrogen fertilizer production by the
Haber-Bosch process or profoundly impact our under-
standing of the biological system.

In the near term, exploitation of the benefits of bio-
logical nitrogen fixation will depend on an increased use
of legumes and other symbiotic systems in agriculture
with care to match the most effective rhizobial strains
with the appropriate cultivar. If these associations
could be manipulated either to start fixation earlier or
to continue it longer, substantial yield, nutritional and
economic benefits could accrue. Similarly, benefits
would accrue if the ability to fix N in the presence of
fixed-nitrogen sources were conferred on bacteria. The
ongoing discovery of new nonleguminous, associative
symbioses indicates new avenues through which N,
fixation and the delivery of fixed nitrogen to crop plants
may be enhanced. Close scrutiny of these systems may
yield information on how to engineer new associations,
possibly with the principal food crops that at present do
not enter into N,-fixing symbioses. These associations
could have dramatic effects on both fertilizer usage and
food production.

Genetic manipulation of N fixation is the ultimate
solution for providing fixed nitrogen input to crop
plants and for increasing global food supplies. In
doing so, decreased reliance on fossil fuel energy inputs
to fertilizer production will result. Recent genetic
manipulation of the recognition and infection pro-
cesses could result in both new and enhanced symbiotic
associations because many plants appear to already
have most genes necessary to produce a nodulelike
structure. In addition, the success of transferring the
nif genes from one bacterial genus to another has
opened up the possibility of their transfer to crop
plants (130). However, genetic transfer is not enough.
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If it were, nature would probably have many N,-fixing
plants already in place. Protection from dioxygen and
a sufficient energy supply are also required. These
needs could be satisfied if nitrogenase were relocated
to the chloroplasts of leaves where, if properly pro-
tected from the O, evolved by photosynthesis, it
could take advantage of directly available reducing
equivalents produced from sunlight. Finally, at no
time soon does it appear likely that the many known
associations involving animals will be exploited.
Therefore, man appears destined to remain dependent
on plants for a supply of fixed nitrogen.
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Enzymes in Amylose and Amylopectin Biosynthesis

Bruce P. Wasserman' and Ying Yu
Rutgers University, New Brunswick, New Jersey, U.S.A.

I. INTRODUCTION

Starch is the major storage carbohydrate of higher
plants. In wild-type maize, starch consists of 25% amy-
lose and 75% amylopectin. Starch and its chemically
modified derivatives are of great importance to the
world’s food supply and economy. Starch-based pro-
ducts have long been used as sources for sweeteners
and numerous other food and industrial ingredients,
including pharmaceuticals, fat substitutes, textiles,
packaging materials, and adhesives. The increasing
agricultural and industrial importance of starch and
its derivatives has raised interest in the possibility of
producing bioengineered starches with improved func-
tional properties.

Bioengineering of the genes encoding the major
starch biosynthetic enzymes has the potential to modify
starch yield and starch structure. In theory, gene altera-
tion can be used to modify structural features such as
the ratio of amylose to amylopectin, chain length and
polymer size, degree of branching, the spacing between
branch points, and the subsequent attachment of phos-
phate or sulfate groups. A detailed understanding of
the enzymes that function within the starch biosyn-
thetic pathway in higher plants is therefore vital.

TDeceased.

II. THE STARCH BIOSYNTHETIC
PATHWAY

A current view of the starch biosynthetic pathway in
maize endosperm is diagrammed in Fig. 1. The
immediate precursor of endosperm starch is sucrose.
Sucrose is synthesized by photosynthesis in the leaf,
and transported through the phloem. By the process
of photoassimilate partitioning, sucrose is taken into
the sink or storage tissue, which in this case is the
endosperm of the kernel. Sucrose is converted into
starch by a series of enzymatic steps (Fig. 1). In the
cytosol, sucrose synthase and UDP-glucose pyropho-
sphorylase convert sucrose into Glc-1-P.*

The final three committed steps of starch bio-
synthesis consist of substrate formation, chain
elongation, and branch point insertion. AGP
catalyzes the formation of ADP-Glc from Glc-1-P
and ATP. AGP is widely believed to be the major
regulatory enzyme of the synthetic pathway (1, 2).
One reason for this is that AGP is tetrameric and
subject to allosteric regulation. A second reason is
that plants carrying mutations in the AGP large or
small subunits produce markedly decreased levels of
starch (3, 4).

*Abbreviations: ADP-Glc, adenosine diphosphoglucose; AGP, adenosine diphosphoglucose pyrophosphorylase; ATP, adeno-
sine triphosphate; ae, amylose extender mutant; BT2, brittle-2; GBSS, granule-bound starch synthase; Glec-1-P, glucose-1-phos-
phate; SBE, starch branching enzyme; SDBE, starch debranching enzyme; SH2, shunken-2; SS, starch synthase; su-1, sugary-1

mutant.
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Figure 1 Starch biosynthetic pathway in maize endosperm.

Chain elongation reactions use ADP-Glc as sub-
strate. Starch synthases are glycosyltransferases that
elongate oligosaccharide chains by successive addition
of (1,4)-a-linked glucose units to the nonreducing end
of growing a-glucan chains. There are at least two
classes of starch synthase. The GBSSI, also known as
the Waxy protein, is responsible for the synthesis of
amylose. The soluble starch synthases are believed to
be involved in chain elongation of amylopectins.
Starch chain length is thought to be controlled by spe-
cific starch synthase isoforms.

The (1,6)-a-linked branch linkages are introduced
by isoforms of SBE, which are believed to operate by
a cut-and-past type mechanism (5). SBE is thought to
bind to the sites where adjacent starch chains are jux-
taposed. The enzyme then cleaves at a (1,4)-a-linkage,
and the newly generated reducing end is then attached
at another site to form a (1,6)-a-branch point. Spacing
between branch points may be controlled by specific
SBE isoforms.
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III. STARCH BIOSYNTHETIC ENZYMES
AND THEIR ISOFORMS

Many isoforms of AGP, SS, and SBE have been puri-
fied, characterized, and cloned from a variety of plants.
The occurrence of having multiple isoforms encoded
by distinct genes may be significant for several reasons.
First, each specific isoform may possess distinct cata-
lytic properties and therefore determine parameters
such as chain length or the spacing of branch points.
For example, GBSSI is specifically responsible for the
synthesis of amylose, and waxy mutant maize which
lacks GBSSI is deficient in amylose. In addition, the
isoforms of SBEI and SBEII transfer chains of differ-
ent length. Second, the occurrence of multiple isoforms
enables differential expression with regard to both tis-
sue distribution, and plant growth and differentiation.
Therefore, the identification and characterization of
these isoforms is essential to the use of genetic engi-
neering to improve starch yield and starch quality.



A. Adenosine Diphosphoglucose
Pyrophosphorylase

AGP is a tetrameric protein composed of two large
and small subunits known as SH2 and BT2, respec-
tively. In maize, the SH2 and BT2 subunits have mole-
cular masses of 54 and 51 kDa, respectively (Table 1)
(3, 6). AGP is the only known tetrameric protein
within the starch biosynthetic pathway. Most plant
AGPs are subject to allosteric regulation by the acti-
vator 3-phosphoglycerate and the inhibitor inorganic
phosphate (1). The AGP-catalyzed reaction is widely
regarded as the rate-limiting step in the pathway. One
body of evidence was obtained by expressing a regula-
tory variant, containing the E. coli AGP gene in
tobacco, tomato, and potato. Since the bacterial
AGP is relatively insensitive to regulatory inhibition
by Pi, each of the transgenic plants exhibited signifi-
cant increases in starch content (2).

The SH2 and BT2 subunits of AGP have both been
purified from a variety of plants (3, 7-11). cDNA (12—
16) and genomic (17) clones have been isolated and
sequenced, and subunit function has been probed by
site-directed mutagenesis (18).

B. Starch Synthase

Classification of starch synthases has not been straight-
forward because the literature groups classified the
various isoforms according to three different criteria.
Particular groupings may be based on solubility con-
siderations, biochemical and catalytic properties, and
deduced amino acid sequences derived from cDNA
clones.

Table 1 Starch Biosynthetic Isoforms from Maize

1. Granule-Bound Starch Synthase

Based on solubility, the predominant granule-bound
starch synthase is referred to as GBSSI. GBSSI was
identified by studies with the waxy mutant. This
mutant lacks amylose, and is also deficient in a 60-
kDa polypeptide known as the Waxy protein. Waxy
mutants from numerous plant species are deficient in
both the Waxy protein and amylose. In waxy mutants,
the starch is exclusively amylopectin. On this basis, it
has become widely accepted that the 60-kDa Waxy
protein is the starch synthase responsible for chain
elongation in amylose (19). Thus, the terms GBSSI
and Waxy protein are now used interchangeably. The
Waxy protein is solubilized by gelatinization of starch
granules in the presence of a detergent such as SDS
(19, 20).

GBSSI was the first maize starch synthase to be
cloned (23). Mutations in the waxy locus result in
low GBSS activities, absence of the Waxy protein,
and virtually no amylose in the sink tissue of higher
plants (19, 21-23). When potato plants were trans-
formed to produce antisense RNA so that the expres-
sion of the waxy gene was transcriptionally inhibited,
GBSS activity was greatly reduced and the tubers con-
tained amylose-free starch (24).

2. Soluble Starch Synthases

The second major starch synthase class, based on solu-
bility, is synthases which are partially soluble and par-
tially granule bound (Table 1). These starch synthases
have been grouped according to the order by which
activity peaks from soluble extracts elute from ion
exchange columns. Several soluble starch synthase iso-

Process Isoforms/subunits Apparent mass (kDa) Reference(s)
Substrate formation AGP large subunit 54 (12, 13, 63)
(SH2)
AGP small subunit 51
(BT2)
Chain elongation GBSSI 60 (19, 23)
SSI 76 (28, 29)
SSIT > 180 (30, 31)
Branch insertion SBEI 90 (5D
SBEIIa 89 (55)
SBEIIb 85 (64)
Processing/trimming SDBE (SU1) 79 (58,61)
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forms have now been partially purified, characterized,
and cloned from a diverse range of plants.

Ion exchange chromatography of soluble extracts
from whole endosperm revealed the presence of multi-
ple starch synthase isoforms (25-28). In maize, two
soluble starch synthase isoforms have been documen-
ted. Starch synthase I exhibits maximal activity in the
presence of citrate (primer independent). On the other
hand, starch synthase isoform II is active in the pre-
sence of glycogen (primer dependent). The separation
of the two isoforms was also achieved by size exclusion
chromatography (28). Following additional purifica-
tion using MonoQ and hydrophobic interaction chro-
matography, starch synthase I activity was correlated
with a 76-kDa polypeptide (28).

A cDNA clone encoding the 76-kDa starch
synthase I was subsequently obtained (29). This
cDNA bears homology to a soluble starch synthase
cloned from rice (25). Three isoforms of the rice
synthase were isolated by anion exchange chromato-
graphy, and their N-terminal amino acid sequences
were obtained. From this information, the rice
cDNA phage clone was isolated using oligonucleotide
probes prepared according to direct sequences. The
predicted amino acid sequence of the clone contained
the KXGG motif which represents the putative ADP-
Glc binding domain existing in virtually all starch and
glycogen synthases.

The apparent size of SSII is 180 kDa. SSII activity
has not been aligned with any specific polypeptide
from maize endosperm. However, isolation of a gene
encoding a putative polypeptide correlating with SSII
activity has been reported (30).

Moreover, two other starch synthase cDNA clones,
designated zSSIla and zSSIIb, have been isolated from
a maize endosperm cDNA library (31). The deduced
amino acid sequences of both clones contain the
KXGGL consensus sequence. The identity of zSSIla
and zSSIIb as starch synthases has been confirmed by
expression of their activities in E. coli. zSSIla was
shown to be predominantly expressed in the endo-
sperm, while zSS/Ib transcripts were mainly detected
in the leaf at low abundance.

In potato, a third kind of soluble starch synthase,
known as SSIII, has been identified. Its cDNA clone
was obtained by using an antibody directed against a
domain conserved in starch synthases to screen a
tuber-specific expression library. The deduced amino
acid sequence showed that it is a novel type of starch
synthase. The immature enzyme with its transit peptide
has a mass of 139 kDa (32).
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3. Four Classes of Starch Synthase Genes

Based on the deduced amino acid sequences derived
from cDNA clones, starch synthase genes have been
divided into four classes (33). The extensively charac-
terized GBSSI genes belong to the first class. The genes
of the second class encode soluble starch synthases
localized in the endosperms of monocots. Thus far,
the cDNA clones of two members from this class
have been isolated and characterized. These include a
soluble starch synthase from rice (25) and the citrate-
stimulated starch synthase I from maize (29). A third
group of genes, the SSII class, bears sequence similar-
ity to the primer-dependent SSII from pea (34) and
potato (35). In addition to these three classes, starch
synthases of the SSIII class, represented by a gene
encoding a 139-kDa soluble starch synthase III in
potato, are believed to significantly contribute to
starch biosynthesis in some species (32, 33). SSIII
activity is believed to account for approximately 80%
of the soluble starch synthase activity present in potato
tuber. The cDNA of potato SSIII exhibits greater simi-
larity to bacterial glycogen synthases than to members
of the other three classes.

The deduced amino acid sequences of starch
synthase clones share several common structural fea-
tures. First, they all contain the Lys-X-Gly-Gly-Leu
(KXGGL) consensus sequence, which is suggested to
be the putative ADP-Glc-binding site. This conserved
region was first identified in E. coli glycogen synthase
(36). The lysine residue binds to the phosphate moiety
adjacent to the glycosidic linkage of ADP-Glc (37).
Moreover, starch synthase genes encode transit pep-
tides ending with a consensus cleavage site motif. It
is believed that starch synthases are synthesized in
the cytosol and are targeted to the amyloplast by the
transit peptides, which are then proteolytically cleaved
upon translocation through the amyloplast envelope
into the stroma (38, 39). Finally, several conserved
regions between the KXGGL site and the 3’ terminus
of the coding sequence exist in most of the clones (25).

C. Starch Branching Enzymes

The functionality and economic value of starches are
largely determined by the relative ratio of amylose and
amylopectin. Since SBE is the enzyme which intro-
duces a-1,6-linked branch points into the «-1,4-linked
glucan chains of amylopectin, it plays an essential role
in determining starch fine structure. Multiple isoforms
of SBE have been identified, purified, and character-



ized from many plants including maize endosperm (40—
43), wheat endosperm (44, 45), pea seed (46), and rice
endosperm (47, 48).

Different SBE isoforms differ in their specificity for
substrate with respect to both chain length and degree
of branching. The SBE isoforms and their clones can
be categorized into two groups as initially defined by
the Commission on Plant Gene Nomenclature (1994)
and as later suggested by Burton et al. (49). One family
(SBEI or class B) includes maize SBEI, rice SBEI, pea
SBEII, and potato SBE. The second family (SBEII or
class A) includes maize SBEII, pea SBEI, and rice
SBEIII. The establishment of the two groups was
based on immunological reactivity, chromatographic
and enzyme kinetic properties, and amino acid compo-
sition (46—48, 50). In vitro, maize SBEI preferentially
transfers longer chains than SBEII (42). Moreover,
maize SBEI preferentially adds branch points to amy-
lose, and its activity toward amylopectin is < 10%
relative to amylose (41). Conversely, maize SBEII exhi-
bits a sixfold higher preference for amylopectin than
SBEI, but lower rates in branching amylose (~ 9-12%
of that SBEI) (41).

In maize, cDNA clones for SBEI (51), SBEIIa (52),
and SBEIIb (53) have been isolated and their expres-
sion patterns characterized (54). Maize SBEI elutes
from ion exchange columns in the pass-through frac-
tion, whereas SBEIIa and SBEIIDb require salt for elut-
ing from the column (40). SBEIIa and SBEIIb are very
similar in their immunological reactivities, enzyme
kinetic properties, substrate specificity, and amino
acid sequence (1, 41, 42).

For quite some time, there was a controversy as to
whether or not SBEIla and SBEIIb are encoded by a
single gene. However, the isolation of SBEIla cDNA
from ae mutants lacking SBEIID has clarified this ques-
tion (55). Using an ae mutant in which SBEIIb was
absent, Fisher et al. observed significant SBEIla
enzyme activity and polypeptide levels (53), suggesting
that SBEIIa is encoded by an independent gene distinct
from the She2b locus. The localization of the two
mRNA transcripts in maize tissues also differed.
Sbe2b is expressed in endosperm, developing embryo
and tassels (53). She2b mRNA levels were 10-fold
higher in embryo than in endosperm tissue, and were
much lower than She2b in both tissues (55).

In hexaploid wheat, the situation is more complex.
Wheat is believed to contain similar classes of SBE as
those found in maize and rice. Moreover, each of the
three genomes of wheat may contain a unique set of
SBE isoforms. The isoforms contained within each
unique set are referred to as allozymes (44).
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Immunological evidence and substrate specificity stu-
dies indicated that wheat BEIA and BEIB are related
to the SBEI class of maize and rice, while wheat BEII
(45) is related to SBEII class (44).

D. Starch Debranching Enzyme

An additional putative enzyme of the starch biosyn-
thetic pathway, SDBE, has attracted great recent inter-
est. Ball and others have proposed an additional set of
steps in the biosynthesis of amylopectin consisting of
formation of a “‘preamylopectin’ and its subsequent
trimming to a “mature amylopectin” (56). SDBE is
believed by some researchers to be involved in convert-
ing preamylopectin into mature amylopectin. These
researchers propose that SBE and SDBE work in a
concerted fashion to determine the fine structure of
amylopectin (57).

Two classes of SDBE have been studied in plant
systems, termed pullulanases and isoamylases. Both
types can directly hydrolyze «-(1,6)-branch point lin-
kages. Each class differs in its specificity toward dis-
tinct substrates. Pullulanases, also referred as R-
enzyme, hydrolyze pullulan at a much higher rate
than amylopectin, and do not act on glycogen. In con-
trast, isoamylases act on both amylopectin and glyco-
gen, but do not hydrolyze pullulan or, if so, at a very
low rate. Pullulanases have been characterized in maize
(58), rice (59), and many other plants. Isoamylases,
however, have only been reported and studied in
potato tuber (60) and maize endosperm (58, 61).

In maize endosperm, the identification and charac-
terization of SDBE, an isoamylase, was achieved using
a sul mutant which carries mutations on the SDBE
gene (61). In maize kernels, these mutations lead to
increased sucrose levels, reduced amylopectin, and
accumulation of the highly branched glucopolysac-
charide phytoglycogen (62). The correlation between
the su mutation and the deficiency of SDBE was first
reported by Pan and Nelson (58). This study showed
that SDBE activities from wild-type maize endosperm
could be separated into three peaks on a hydroxyapa-
tite chromatography column. Their key observation
was that the sul endosperm lacked one of the three
activities while the other two were greatly reduced.
They also observed that SDBE activity was propor-
tional to the number of copies of the Su allele, suggest-
ing that the Su allele was the structural gene for SDBE.
This publication classified SDBE as an R-enzyme or
pullulanase, and assumed that the biochemical lesion
in the sul mutant of maize was induced by mutations
at the structural gene for the R-enzyme. Recently,



James et al. isolated part of the sul gene locus and a
cDNA copy of the sul transcript using transposon tag-
ging (61). Five new su/ mutations were isolated. The
cDNA sequence specified a polypeptide of at least 742
amino acids bearing high similarity to bacterial isoa-
mylase. This emerging area is further discussed in a
recent review paper (57).

IV. CONCLUSION

A complete understanding of amylose and amylopectin
synthesis in higher plants requires full knowledge of
individual enzymes catalyzing substrate formation,
chain elongation, and branch point insertion. The
heightened research efforts have been focused on
basic biochemistry and molecular biology along the
following lines:

1. Enzyme purification, characterization and poly-
peptide identification.

2. [Isolation and characterization of cDNA and
genomic clones.

3. Expression of starch biosynthetic enzymes in
bacteria and transgenic plants.

These efforts will eventually lead to a complete elu-
cidation of the molecular mechanisms underlying
starch biosynthesis and thus enable the bioengineering
of starch biosynthetic process in cereal plants.
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I. INTRODUCTION

Vegetable oil is an economically important agricultural
product with an annual production of some 90 million
metric tons. It is used both as food and in a wide range
of industrial applications. By using both traditional
plant breeding methods and genetic engineering tech-
niques, vegetable oils can today be modified for parti-
cular end uses. The production of so-called designer
oils to suit requirements is an ever-increasing prospect,
and hence it is anticipated that the world output of
such commodities will increase accordingly (1).

The end use and hence value of an oil are largely
dependent on the fatty acid quality and content. The
wide range of fatty acids and their relative concentra-
tions, found in oils from many plant species, have
made them particularly suited for food production
(e.g., confections, ice cream, mayonnaise, margarines,
animal foodstuffs, etc.), cooking oils, nutraceuticals,
and pharmaceuticals. Besides being used for human
consumption they have many applications in the che-
mical industries and particularly for the manufacture
of detergents and surfactants, polymers, coatings, and
specialized lubricants. In the kingdom Plantae perhaps
well over 800 different fatty acids have been identified
(2). Many of these are uncommon and are found in
only a few species. However, this enormous genetic
resource is of immense commercial value as it becomes
feasible to transfer the capacity to synthesize unusual
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and desirable fatty acids to oil-crop species such as oil-
seed rape, sunflower, and soy. The scientific base for
the production of genetically modified oil-seeds is well
established (3) and it is therefore anticipated that an
ever-increasing level of oil and oil products from such
sources will enter the human diet. Here we describe,
therefore, the current understanding of fatty acid bio-
synthesis in plants, oil assembly, and the role of fatty
acid oxidation in flavor generation. Where appropriate
the biotechnological applications of such knowledge
will be discussed.

II. FATTY ACIDS AND COMPLEX LIPIDS

Most fatty acids are monocarboxylic and consist of an
unbranched chain containing an even number of car-
bon atoms (Table 1). The homologous series of satu-
rated fatty acids is represented by the general structure
CH;(CH,), COOH with the carboxy carbon designated
carbon 1. The number of carbon atoms in the fatty
acid can vary considerably from medium chain
(C8—C10) to long and very long chain (C12 and up)
although it is the long-chain ones that tend to predo-
minate. The methyl and carboxy termini of the mole-
cule are termed the omega (w) and delta (A) ends,
respectively. These fatty acids can be saturated or
unsaturated and in some cases may have additional
functional groups. A notable characteristic of plants



Table 1 Fatty Acid Structures

General structure

(omega [w] terminus)CH3 (CH2)nCOOH (delta [A] terminus)

Lauric acid (C12:0) C—

Palmitic acid (C16:0) CcC—
Hexadecanoic acid

Stearic acid (C18:0)
Octadecanoic acid

Oleic acid (C18:1A9)
Octadeca-9-monoenoic acid

Linoleic acid (C18:2A9,12)*
Octadeca-9,12-dienoic acid

a-Linolenic acid (C18:3A9,12,15)*
Octadeca-9,12,15-trienoic acid

y-Linolenic acid (GLA; C18:3A6,9,12)
Octadeca-6,9,12-trienoic acid

Stearidonic acid (C18:4A6,9,12,15)
Octadeca-6,9,12,15-tetraenoic acid

Arachidonic acid (C20:4A5,8,11,14)
Eicosa-5,8,11,14-tetraenoic acid

Eicosapentaenoic acid (EPA)
C20:5A5,8,11,14,17

Erucic acid (C22:1A13)
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Essential fatty acids are polyunsaturated fatty acids of the omega-6 (n-6) and omega-3 (n-3) families that are essential for life and good health,
and are not produced in man and must be obtained from plants as part of the diet.

is the high incidence of unsaturated and polyunsatu-
rated fatty acids and particularly those of 18 carbon
atoms.

Unsaturation generally describes a four-electron
(double bond/olefinic) linkage between carbon atoms.
Polyunsaturated fatty acids (the so-called PUFAs) are
polyenoic acids having more than one olefinic center,
the double bonds generally of a cis configuration and
methylene interrupted. By convention PUFAs are
described as being n3 or n6 fatty acids depending on
whether the first double bond is three or six carbon
atoms from the methyl end (omega carbon), respec-
tively. Further double bonds are separated from each
other by a methylene group. Such fatty acids are also
termed omega-3 and omega-6 acids. The omega-3 ser-
ies are derived from a-linolenic acid (C18:3 n3) by
chain elongation and further desaturation and include
eicosapentaenoic acid (EPA; C20:5 n3) and docosa-
hexaenoic acid (DHA); C22:6 n3). On the other
hand, the omega-6 acids are derived from linoleic
acid (C18:2 n6) and include y-linolenic acid (GLA;
Cl18:3 n6) and arachidonic acid (AA; C20:4 n6).
Linoleic acid and linolenic acid are substances which
cannot be synthesized de novo in the human body and
so, like vitamins, must be provided in the diet from
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plant sources for the synthesis of the other n6 and n3
metabolites. Hence, these are the so-called essential
fatty acids (EFAs) and are required for the normal
structure of all membranes, for cholesterol transport,
for the maintenance of normal permeability barriers
and as precursors of eicosanoids (prostaglandins,
thromboxanes, leukotrienes).

A further unsaturated fatty acid terminology, of
particular value to biochemists, defines the position
of the double bonds from carbon atom 1 (i.e., the A
end of the molecule). The delta system is convenient
for denoting all double bonds, their position in the
carbon chain, and the specific desaturase enzymes
which catalyze their introduction into the molecule.
Hence, linoleic acid and o-linolenic acid become
C18:22%12 and C18:3%%!1215 respectively. Fatty acid
structures and trivial and systemic nomenclatures are
given in Table 1. Desaturases, which abstract hydrogen
atoms from adjacent CH, groups to produce double
bonds, can be specifically defined. For example, a A12
desaturase or a A5 desaturase would introduce double
bonds at the Al2 and A5 carbon atom in the acyl
chain, respectively.

Triacylglycerols, the major constituents of the oil,
consist of a glycerol backbone to which a fatty acid
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Figure 1 Glycerolipid structures.

acyl group is esterified to each of the three hydroxy
groups. Each carbon atom in the glycerol molecule is
defined by the stereoscopic numbering system and sn/,
sn2, and sn3 describes each carbon, respectively
(Fig. 1). The glycerol carbons of the phospholipids
(membrane polar lipids), important in understanding
triacylglycerol biosynthesis, are similarly defined
(Fig. 1). The quality of the oil, and hence its end use,
is determined by the fatty acids esterified to each of the
glycerol carbon atoms. Most commercial annual oil
crops have seed oils largely composed of the five
major fatty acids, palmitic (C16:0), stearic (C18:0),
oleic (C18:1%%), linoleic (C18:22%'?) and «-linolenic
(C18:32%1215) "acids. These are the “housekeeping”
fatty acids, so called because they are also found in
the membrane lipids of all plants cells. The fatty acid
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composition of membrane lipid in leaves and roots,
however, is under strict control and differs little
among plant species whereas the relative abundance
of a fatty acid in the storage triacylglycerol can show
distinct variations among different oil crop species.

III. FATTY ACID BIOSYNTHESIS

A. Carbon Source

Acetyl-CoA is regarded as the direct carbon source for
fatty acid synthesis and can be generated by the pyr-
uvate dehydrogenase (PDC) complex. Despite the fun-
damentally crucial requirements for acetyl-CoA, its
biogenesis in plants is poorly understood. Both chlor-
oplast (cPDC) and mitochondrial (mPDC) forms (4, 5)
have been characterized. There has been speculation
about the supply of pyruvate for acetyl-CoA formation
from cPDC and whether there is sufficient activity of
the glycolytic enzymes to provide pyruvate within this
organelle. In mustard, for example, there appears to be
a sufficient supply of pyruvate to satisfy this require-
ment, although in other tissues important cytosolic
pyruvate may be required to support fatty acid bio-
synthesis (6). Studies with plastids from heterotrophic
tissues indicate that the metabolites utilized for fatty
acid synthesis include glucose, fructose, glucose-6-
phosphate, triose phosphate, malate, pyruvate, and
acetate (7). Of these only acetate has been shown to
be freely permeable to the selective barrier of the plas-
tid envelope. There is considerable variation in the
efficiency with which these substrates are utilized by
plastids, and the basis for this may be determined by
the presence of highly selective transporter proteins on
the plastid envelope.

It has recently been shown that during oil deposi-
tion in oil seed rape, fatty acid synthesis is initially
supported by glucose-6-phosphate and then by pyru-
vate through the corresponding activities of the trans-
porters for these metabolites (7, 8). In isolated
leucoplasts from developing castor seed endosperm,
however, the rate of malate-dependent fatty acid
synthesis was threefold higher than that from pyruvate
and evidence was presented for a malate/Pi transloca-
tor (9). Whether the expression of selective transpor-
ters on the plastid envelope determines the ability of
these organelles to accumulate oils or starch requires
further research. In this regard it is interesting to note
the isolation of a novel Arabidopsis mutant producing
wrinkled, incompletely filled seeds with an 80% reduc-
tion in triacylglycerols. Wild-type and homozygous
wril mutant plantlets or mature plants were indistin-



guishable. However, developing homozygous wril
seeds were impaired in the incorporation of sucrose
and glucose into triacylglycerols but incorporated pyr-
uvate and acetate at an increased rate (10). Because the
activities of several glycolytic enzymes, in particular
the hexokinase and pyrophosphate-dependent phos-
phofructokinase, are reduced in developing homozy-
gous wril seeds, it was suggested that wril is
involved in the developmental regulation of carbohy-
drate metabolism during seed filling.

B. Acetyl-CoA Carboxylase

Acetyl-CoA carboxylase (ACCase) catalyzes the for-
mation of malonyl-CoA from acetyl-CoA and bicarbo-
nate. Plants have two types of acetyl-CoA
carboxylases; one is the multisubunit complex located
in plastids, and the other a large multifunctional poly-
peptide localized in the cytosol (11). The plastidic form
consists of four subunits, and in Arabidopsis these are
encoded by three single copy nuclear genes (cacl, cac2,
and cac3) and one plastidic gene (accD) (12, 13). The
cytosolic ACCase generates malonyl-CoA for the bio-
synthesis of a variety of secondary metabolites and for
the elongation of fatty acids. The enzyme is a dimer of
a 260-kDa subunit and in Arabidopsis is encoded by
two genes (accl and acc2) which are in a tandem array
within a 25-kb segment of the genome. In photosyn-
thetic tissue the chloroplast ACCase is modulated by
light/dark. Plants have a light-signal transduction
pathway in chloroplasts which operates when electrons
from photosystem 1 are shuttled through the electron
transport chain to thioredoxins via ferredoxin and then
by reducing the disulfide bonds of target enzymes (14).
Enzyme activities of the reductive pentose phosphate
pathway cycle in chloroplasts are regulated via this
redox cascade. Recent results suggested that a redox
cascade may be responsible for coordination of fatty
acid synthesis with photosynthesis (14).

In mammals the ACCase consists of a single poly-
peptide chain containing three functional domains,
while in E. coli the enzyme consists of four separable
proteins: biotin carboxyl carrier protein (BCCP), bio-
tin carboxylase (BC), and carboxyl transferase (CTa
and CTb). Initial attempts to purify the plant
ACCase generated widely differing apparent molecular
weights (15, 16). These discrepancies were originally
interpreted as being due to differential rates of proteo-
lysis in different tissue extracts, and it was therefore
considered that the plant acetyl-CoA carboxylase,
like that from mammals, was a multifunctional pro-
tein.
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It has now been established, however, that there are
two forms of ACCase in plants (11, 17). In dicotyledo-
nous species there is a low-molecular-weight (LMW)
form present in the plastid and high-molecular-weight
(HMW) one in the cytosol whereas in the Graminaceae
the LMW form has not been detected and HMW
forms are present in both the plastid and cytosol.
This provides an explanation for the differential action
of the monocotyledon-specific acyloxyphenoxy-pro-
prionate and cyclohexonediose group of herbicides,
whose main target is the HMW ACCase in the plastid.
It is currently believed that the HMW ACCase in the
plastid is responsible for de novo fatty acid biosynth-
esis which is herbicide sensitive and a further HMW
ACCase in the cytoplasm responsible for fatty acid
elongation (see later) which is insensitive (11).
Despite the molecular characterization of ACCases,
little progress has been made on the metabolic regula-
tion of the enzyme in plants. Unlike the mammalian
enzyme where regulation by phosphorylation and
intermediates of the tricarboxlic acid cycle, particularly
citrate, have been shown to be involved, no evidence
exists for such regulatory mechanisms in plants.

C. Fatty Acid Synthase

The molecular organization of the plant fatty acid
synthase is composed of dissociable enzyme activities,
similar to E. coli and termed type II FAS, has been
recognized since the early 1980s (Fig. 2). The initial
reactions of FAS are catalyzed by transacylases
which transfer the acetyl and malonyl units from
their CoA esters to the corresponding ACP derivatives
(18). The initial condensation reaction in plant fatty
acid biosynthesis takes place between acetyl (C2)
ACP and malonyl (C3) ACP, resulting in the forma-
tion of acetoacetyl (C4) ACP and carbon dioxide. This
reaction is catalyzed by ketoacyl ACP synthase (KAS).
In the next step the acetoacetyl-ACP is reduced to
hydroxybutyryl-ACP by B-ketoacyl-ACP reductase
using NAD(P)H. The hydroxybutyryl-ACP is then
dehydrated by hydroxyacyl-ACP dehydratase, and
the crotonyl-ACP form is converted to butyryl-ACP
by enoyl-ACP reductase using NAD(P)H. This com-
pletes the first round of fatty acid synthesis.

In the next round the butyryl (C4) ACP is con-
densed with malonyl (C3) ACP resulting in the forma-
tion of C6 ACP and carbon dioxide which then
undergoes a further two reductions and dehydration
step as described earlier to complete the second cycle.
Subsequent additions of C2 units from malonyl-ACP
results in the formation of long-chain fatty acids of
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Figure 2 The fatty acid synthetase complex. Acetyl-CoA:ACP transacylase (ACAT; reaction 1) and malonyl-CoA:ACP trans-
acylase (MCAT; reaction 2) convert acetyl-CoA and malonyl-CoA to ACP derivatives, respectively. Condensation of these
products by B-ketoacyl ACP synthase (KAS I; cerulenin sensitive; reaction 3A) results in the formation of acetoacetyl-ACP (C4
on the figure) and the generation of CO,. Acetyl-CoA can also be condensed directly with malonyl-ACP in a KAS III mediated
reaction (cerulenin insensitive; reaction 3B). Acetoacyl ACPs are reduced by B-ketoacyl reductase (reaction 4) to yield the 8-
hydroxyacyl-ACP derivatives, which undergo dehydration, catalyzed by a B-hydroxyacyl-ACP dehydrase (reaction 5). The
generated «, B-unsaturated fatty acyl-ACPs are further reduced by an NADH-specific enoyl reductase (reaction 6), resulting
in the formation of the acyl-ACP product. In subsequent rounds of condensation, malonyl-ACP is used as the primer which
again is followed by reduction (reaction 4), dehydration (reaction 5), and further reduction (reaction 6). In species accumulating
short- to medium-chain fatty acids (e.g., Cuphea), a short chain—specific condensing enzyme has been identified (KAS IV;
reaction 3C). In species not accumulating short-chain fatty acids, KAS I (and/or KAS III up to C6) supports these condensation
reactions. A further three and four rounds of the cycle result in the formation of C8:0 and C10:0 chain length products,
respectively. In species accumulating short-chain fatty acids, these products are hydrolyzed from the ACP by the action of a
specific thioesterase (reaction 7; only CS8 illustrated), resulting in the formation of unesterified fatty acids which are subsequently
utilized for storage lipid formation. All species synthesize C16 and C18 chain length fatty acids both for membrane lipid and oil
synthesis. C16:0 is elongated to C18:0 by a specific S-ketoacyl-ACP synthetase (KAS II; reaction 3D). These fatty acids are
released from the ACP by thioesterase activity to yield unesterified fatty acid for use in oil assembly.
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which palmitate (C16:0) and stearate (C18:0) are the
principal end products. The enzyme responsible for the
formation of stearate from palmitate has been shown
to be an isoform of the KAS I and has been designated
KAS II based on reconstitution experiments and on
selective inhibitor studies using arsenite and cerulenin
(19).

The transfer of acetyl groups from the CoA track to
the ACP track, catalyzed by the acetyl: ACP transacy-
lase, was considered to be the possible rate-limiting
step in fatty acid synthesis (18). However, in the late
1980s studies with E. coli indicated the presence of a
short-chain condensing enzyme whose activity was not
blocked by cerulenin, and short-chain ACPs accumu-
lated. A similar activity was subsequently reported in
plants and it appeared that conversion of acetyl-CoA
to acetyl-ACP could be bypassed and the acetyl-CoA
and malonyl-ACP condensed directly (20). This activ-
ity has been referred to as KAS III. This has subse-
quently brought into question the earlier suggestion
that the transacylase played a regulatory role and
was the rate-limiting step in fatty acid biosynthesis.
There are, however, indications that acetyl ACP:CoA
transacylase is a partial activity of KAS III, but this
awaits confirmation by characterization of the purified
enzyme. Metabolic plasticity has been observed in
many pathways, and the role of the KAS III and/or
transacylase may yet be another example of this phe-
nomenon.

Malonyl-CoA:ACP transacylases (MCAT) have
been purified from a number of plant species. The
enzymes usually have molecular weights determined
from standard curves (MW) or by mass spectrometry
(molecular mass) ~ 40kDa, and tissue-specific iso-
forms have been reported (15). The gene has recently
been cloned from Brassica napus using a complementa-
tion approach (21); the protein showed a 47% homol-
ogy to the E. coli MCAT amino acid sequence in the
coding region for the mature protein. The g-hydroxya-
cyl dehydratase has also been purified and partially
characterized from a number of sources (see 11) and,
although the plant enzyme has received little further
molecular characterization, the bacterial dehydratase
has recently been cloned (22).

The enzymes for the two reductive steps required in
each round of fatty acid biosynthesis have been puri-
fied and shown to have a preference for the ACP-
linked esters over the corresponding CoA derivatives
(16). The first reductive step is catalyzed by B-ketoacyl
ACP reductase, an NADPH-dependent reaction that
produces hydroxyacyl-ACP. Hydroxyacyl-ACP is
dehydrated by a dehydratase and then further reduced
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by enoylacyl-ACP reductase (ENR) to form acyl-ACP,
which in developing oilseed rape, is an NADH-depen-
dent enzyme. The Brassica napus ENR is tetrameric
(23) and has been cloned and overexpressed in E. coli
(24) and crystallized (25). Interestingly, the ENR is the
target for antibacterial diazaborines and the front-line
antituberculosis drug isoniazid. Recent structural stu-
dies have revealed the chemical basis for its molecular
binding of drugs which, based on its similarity to other
oxidoreductases, may have generic applications in
other areas of medicinal chemistry (26).

D. Chain Termination

The principal-product of fatty acid biosynthesis in
most plant tissues is palmitoyl-CoA, which can then
be elongated by a specific B-ketoacyl-ACP synthase
type II (KAS II) to generate stearoyl-ACP. However,
since storage lipid accumulation is not under the same
functional constraints imposed on membrane lipids,
several plant families have evolved mechanisms for
terminating fatty acid synthesis at the C8—C14 chain
length stage for incorporation into triacylglycerols dur-
ing seed development. The potential applications of
these fatty acids has been a major driving force in
the search to elucidate the mechanisms by which they
are synthesized. A number of potential chain-terminat-
ing mechanisms were hypothesized (see 15) and
included the presence of a medium chain—specific
acyl-ACP thioesterase, specific acyl-ACP transferases,
B-fatty acid synthetases, and S-ketoacyl-ACP synthe-
tases. Other possibilities include the availability of the
fatty acid metabolites malonyl-CoA and acetyl-CoA,
and cofactor levels of ACP.

An important role for the medium-chain acyl-ACP
thioesterase was firmly established following the
expression of the Californian bay 12:0-ACP thioester-
ase in Arabidopsis resulting in the formation of laurate
and the first genetically engineered rapeseed (27).
Thioesterases with the potential to confer different
medium-chain length phenotypes have now been iso-
lated from a number of species, especially from the
genus Cuphea (28-30). Although acyl-ACP thioes-
terases with specificities toward medium-chain sub-
strates are requisite enzymes in plants which produce
C8-C14 seed oils, they do not appear to be the sole
chain length determinants. It has recently emerged that
B-ketoacyl-ACP synthase also plays an important role
in the production of medium-chain fatty acids and that
it is the cooperation of the synthase and thioesterase
which determines the phenotype, at least in Cuphea
(28).



cDNA clones encoding the 3-ketoacyl-ACP
synthase have been isolated from Cuphea and overex-
pressed in Brassica (29). Expression of this enzyme in
transgenic Brassica seeds which normally do not pro-
duce medium-chain fatty acids did not result in any
detectable modification of the fatty acid profile.
However, coexpression of the Cuphea KAS with the
medium c