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Students (n ! 797) from 36 4th-grade classrooms were taught the control of variables strategy for
designing experiments. In the instruct condition, classes were taught in an interactive lecture format. In
the manipulate condition, students worked in groups to design and run experiments to determine the
effects of four variables. In the both condition, classes received the interactive lecture and also designed
and ran experiments. We assessed students’ understanding using a written test of their ability to
distinguish valid from invalid experimental comparisons. Performance on this test improved from the
pretest to the immediate posttest in all conditions, and gains were maintained at a 5-month delay. For
students from both higher and lower achieving schools, gains ordered as follows: both " instruct "
manipulate. However, students from higher achieving schools showed greater gains in all conditions.
Item analyses showed that the interactive lecture improved students’ understanding of the need to control
irrelevant variables, and experimentation improved students’ understanding of the need to vary the focal
variable.
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Reasoning in science, like reasoning in other complex domains,
involves processes that are susceptible to various forms of error.
However, unlike many other domains, science has developed a
method of inquiry that guides logical reasoning. The experimental
method in science is based on the control of variables strategy

(CVS), which defines a procedure for designing interpretable
experiments: The researcher must manipulate variables of interest
while holding constant all other variables (Chen & Klahr, 1999;
Ross, 1988). CVS also entails a method of deriving logical infer-
ences from a valid experiment by comparing results for conditions
that differ on only one variable. In short, CVS is a core skill in
scientific reasoning.

Instruction in CVS has received a great deal of research atten-
tion because a theoretical account of the components of effective
CVS instruction is likely to have implications for successful in-
struction of other topics in science. In fact, research on learning of
CVS has been a focal point for a recent debate concerning the
relative efficacy of explicit instruction compared with discovery-
based experimentation (Dean & Kuhn, 2007; Klahr, 2005; Kuhn,
2005; Kuhn & Dean, 2005). Rather than focusing on the relative
efficacy of explicit instruction and discovery by experimentation,
the first goal of our study is to examine their potentially separate
contributions to learning of CVS by fourth-grade students.

A second motivation for our study is more practical. Even
though science educators and policymakers emphasize the impor-
tance of teaching CVS beginning early in elementary school (Ken-
tucky Department of Education, 2006; National Research Council,
1996), most elementary school children are not very adept at
designing experiments or drawing valid inferences from experi-
ments (Bullock & Ziegler, 1999; Dunbar & Klahr, 1989; Kuhn,
1989; Kuhn, Garcia-Mila, Zohar, & Andersen, 1995; Schauble,
1996; Schauble, Glaser, Duschl, Schulze, & John, 1991). Given
the importance of CVS, can teaching interventions be developed
that are effective and practical in the classroom?

Research by Klahr (Chen & Klahr, 1999; Klahr & Nigam, 2004;
Li, Klahr, & Jabbour, 2006; Toth, Klahr, & Chen, 2000) and by
Zohar (Zohar & Aharon-Kravetsky, 2005; Zohar & David, 2008;
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Zohar & Peled, 2008) has yielded teaching interventions that
produce rapid gains in CVS understanding by elementary and
middle-school students. Further, the gains are long lasting and
generally transfer well to tasks beyond the immediate teaching
environment. However, most assessments of the two teaching
interventions have involved individual instruction rather than
classroom teaching. Thus, the second issue addressed in our study
is how well Chen and Klahr’s (1999) basic intervention “scales
up” to the classroom (Ball & Forzani, 2007; McDonald, Keesler,
Kauffman, & Schneider, 2006). Of particular interest is whether
the intervention is effective in different school environments.

Contributions of Explicit Instruction and
Experimentation to Learning CVS

Our theoretical focus is on the potentially separate contributions
of explicit instruction and opportunities for experimentation to
learning CVS. This issue may be placed in the context of a
recurring debate about the importance of guidance during instruc-
tion (Dean & Kuhn, 2007; Kirschner, Sweller, & Clark, 2006;
Klahr, 2005; Kuhn, 2005; Kuhn & Dean, 2005; Mayer, 2004).
Many educational researchers have argued for an approach to
science education based on “discovery” in which students are
encouraged to reconstruct the procedures and domain knowledge
of science through their own explorations of a domain (i.e., with
minimal guidance from the teacher). According to this view,
students achieve a deeper and more enduring understanding of the
processes, logic, theory, and findings of science if they engage in
the types of inquiry activities that characterize the practice of
science (Bruner, 1961; Kuhn, 1989). In learning CVS, this ap-
proach has often taken the form of presenting students with op-
portunities to design and to conduct experiments. Students are not
given explicit instruction or feedback, but they are presented with
a structured environment where the relevant variables are speci-
fied, and the variable to be tested may or may not be specified
(Chen & Klahr, 1999; Kuhn, Black, Keselman, & Kaplan, 2000;
Kuhn & Dean, 2005; Kuhn et al., 1995; Zohar & David, 2008;
Zohar & Peled, 2008). For example, students might construct
conditions in a computer simulation to study factors affecting plant
growth. They compare the outcomes of different simulations to
identify the effects of a limited number of specified variables.
They are not given explicit instruction in how to construct valid
experimental comparisons; rather, it is expected that they will
gradually develop the appropriate logic through their experimen-
tation. Indeed, when provided with multiple opportunities for
experimentation over time, elementary school students generally
show gradual improvement in their ability to construct valid com-
parisons (Dean & Kuhn, 2007; Kuhn & Angelev, 1976; Kuhn,
Schauble, & Garcia-Mila, 1992; Schauble, 1996; Schauble et al.,
1991). However, experimentation without feedback produces little
immediate improvement in understanding of CVS (Chen & Klahr,
1999; Klahr & Nigam, 2004; Strand-Cary & Klahr, 2008; Zohar &
David, 2008; Zohar & Peled, 2008). These results are in sharp
contrast to the rapid and enduring gains in CVS understanding that
have been consistently observed for interventions that combine
opportunities for experimentation with teacher-guided instruction
in CVS (Chen & Klahr, 1999; Klahr & Nigam, 2004; Strand-Cary
& Klahr, 2008; Toth et al., 2000; Triona & Klahr, 2003; Zohar &

Aharon-Kravetsky, 2005; Zohar & David, 2008; Zohar & Peled,
2008).

The findings from studies on CVS learning are consistent with
recent arguments that explicit guidance is critical to efficient,
effective learning (Mayer, 2004; Kirschner et al., 2007). In the
specific context of CVS, Chen and Klahr (1999) have argued that
the relative ineffectiveness of discovery-based experimentation is
due to the fact that the outcome of an experiment does not provide
any information about the validity of the experimental design; that
is, any experiment will have an outcome, but that outcome sheds
no light on whether the experimental comparison was valid. The
constraints typically placed on experimentation may aid some
students in discovering CVS (Kuhn et al., 2000; Kuhn & Dean,
2005), but learning is much faster if students are systematically
guided through the logic and/or the logic is explicitly presented for
them.

Despite findings that discovery-based experimentation alone is a
relatively ineffective method of CVS instruction, it may be an
important component of the teaching interventions developed by
Klahr and by Zohar. Both teaching protocols combine teacher-
guided, explicit instruction of CVS with opportunities for explor-
atory experimentation by students. Although Chen and Klahr
(1999) have argued that explicit CVS instruction is critical to the
success of their intervention, it may be that the opportunity to
conduct experiments also contributes importantly to its success. In
fact, the combination of explicit instruction with student experi-
mentation may be fundamental to the success of both Klahr’s and
Zohar’s interventions. This suggestion was recently made by
Zohar and David (2008). They hypothesized that the linguistic
component of their intervention (i.e., explicit instruction based on
verbal discussion) is critical to the development of metastrategic
knowledge associated with CVS understanding. In addition, they
hypothesized that opportunities to apply CVS in experiments are
critical to the acquisition of the thinking strategy because the
experience makes concrete what would otherwise remain abstract
knowledge. This hypothesis is supported by Glenberg’s findings of
large gains in memory and comprehension of a narrative when
elementary students engage in hands-on manipulation of materials
that are the subject of the narrative (Glenberg, Gutierrez, Levin,
Japuntich, & Kaschak, 2004; Glenberg & Kaschak, 2002) or of
science instruction (Glenberg & Levin, 2006).

In the current study, we take up Zohar and David’s (2008)
suggestion that explicit instruction and opportunities for explor-
atory, hands-on experimentation both contribute importantly to
CVS instruction. We base our test on Chen and Klahr’s (1999)
instructional intervention rather than Zohar’s because Chen and
Klahr’s protocol more clearly separates the two components: The
experimentation phase in Chen and Klahr’s procedure does not
involve any teacher guidance beyond specification of the goal of
each experiment and the relevant variables in the domain; in
contrast, the experimentation phase in Zohar’s intervention is used
as an additional opportunity for instructional guidance.

We compared three teaching interventions in 36 fourth-grade
classrooms. One condition consisted of a replication of Toth et
al.’s (2000) classroom adaptation of Chen and Klahr’s (1999)
intervention. The intervention included experimentation as a pre-
test and as a posttest of students’ understanding of CVS. Between
the two phases of experimentation, the intervention also included
a short teaching protocol in which the teacher presented students
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with examples of both confounded and unconfounded experiments
using the same experimental apparatus as the pre- and posttests.
The teacher used questions and discussion to reveal the character-
istics of a valid experimental comparison, and the lesson con-
cluded with an explicit statement of the CVS. Thus, this condition
included both explicit, teacher-guided instruction and opportuni-
ties for experimentation by students (both condition).

A second condition omitted the teaching protocol, replacing it
with additional opportunities for students to conduct experiments.
Thus, this condition involved only hands-on experimentation with
minimal guidance and no explicit instruction (manipulate condi-
tion).

The third condition omitted the pretest and posttest experimen-
tation and presented students with only the teacher-guided instruc-
tion in CVS (instruct condition). Because the omitted experimen-
tation component was not replaced with another activity, students
in the instruct condition spent less time doing domain-relevant
activities than students in the other two conditions. This confound-
ing of instructional condition with time doing relevant activities
was a deliberate choice rather than a design oversight because the
options for eliminating the confounding would have qualitatively
changed the research question of interest. The most straightfor-
ward way to equate time on CVS-relevant activity for the instruct
condition would have been to add more examples to the explicit
instruction component. Such a change would have required ap-
proximately tripling the amount of time in explicit instruction with
the likely consequence that students would have become bored by
the extensive repetition. An alternative to simply extending the
interactive lecture component might have been to add a lecture that
communicated domain knowledge without including additional
instruction in CVS (cf. Zohar & David, 2008). If we had imple-
mented either of these options, comparison of the instruct condi-
tion with the both condition would no longer isolate the contribu-
tion of the experimentation component. Rather, by the first option,
the question would change to whether it is more effective to
present extensive explicit instruction or to combine a shorter
lesson of explicit instruction with opportunities for experimenta-
tion. By the second option, the question would change to whether
it is more effective to combine explicit instruction with a lecture on
the domain or with hands-on experimentation. These were not the
questions in which we were interested.

Students in all three conditions were given a pretest, immediate
posttest, and delayed posttest of their abilities to evaluate the
validity of experimental comparisons in a variety of domains. On
the basis of previous findings using similar procedures (Chen &
Klahr, 1999; Klahr & Nigam, 2004; Strand-Cary & Klahr, 2008;
Zohar & David, 2008; Zohar & Peled, 2008), we expected much
greater learning gains from the pretest to the posttest in the both
condition than in the manipulate condition. The observation of
interest is whether explicit instruction and experience conducting
experiments in the both condition make distinct contributions to
learning of CVS. It is possible that teacher-guided, explicit instruc-
tion is sufficient for learning CVS, and experimentation adds little
to students’ understanding. In that event, performance in the in-
struct and both conditions should be equivalent. However, if
Zohar’s hypothesis is correct that explicit instruction and experi-
mentation facilitate different components of the learning of CVS,
then more learning should occur in the both condition than in the
instruct condition.

Scaling Up the Teaching Intervention for the
Classroom

The second goal of the study is to evaluate how well Chen and
Klahr’s (1999) teaching intervention translates into the classroom.
Training studies demonstrate that instruction in CVS can be effective
as early as the fourth grade, but there are serious obstacles to
translating most laboratory methods into classroom practice. Most
training studies have involved many sessions of minimally guided,
individual experimentation over a period of several weeks. Thus,
the instructional methods are too labor intensive and time intensive
to be practical in the classroom if their sole purpose is teaching of
CVS (Ross, 1988). The work of Klahr and his associates is a
notable exception to these shortcomings (Chen & Klahr, 1999;
Toth et al., 2000).

Chen and Klahr’s (1999) teaching protocol is promising as a
classroom intervention because it is very effective in one-on-one
instruction in the laboratory, it can be adapted in a straightforward
way to a classroom environment (Toth et al., 2000), and it is brief.
Initial forays into the classroom have been quite successful, but
they have been limited in some important respects. Two studies
have demonstrated the feasibility of conducting the intervention in
the classroom, but both lacked an appropriate control condition to
evaluate the effectiveness of the intervention (Li et al., 2006; Toth
et al., 2000). Most studies have included only relatively high-
achieving classrooms (Klahr & Nigam, 2004; Toth et al., 2000). In
the one study that focused on lower achieving classrooms (Li et al.,
2006), the intervention was changed to bring the classroom to
near-mastery levels of understanding of CVS before evaluation of
learning occurred. This necessitated prolonging the teaching inter-
vention, reducing its practicality as a classroom intervention. All
of the studies from Klahr’s laboratory have been limited to
relatively few classrooms and relatively few students. Finally,
Zohar and David (2008) conducted a study that addresses some
of these limitations. It involved classroom instruction of both
high and low achieving students, and it included an appropriate
control condition. However, the classroom instruction was sup-
plemented with relatively extensive individualized instruction
and was relatively small in scale (i.e., 119 students in six
classes at one school).

Our study addressed the shortcomings of previous studies in
several ways. We included three, systematically manipulated vari-
ants of the teaching protocol so that we would have appropriate
comparisons for evaluating the effectiveness of the basic interven-
tion. We conducted instruction in 36 fourth-grade classrooms to
evaluate the intervention when applied on a relatively large scale.
Furthermore, to assess the robustness of the teaching intervention,
we conducted instruction in schools that differed in average sci-
ence achievement levels. We emphasize that the higher and lower
achieving schools in our sample differ in many respects. Compared
with students attending lower achieving schools, students attend-
ing higher achieving schools, on average, do better on standardized
tests in other domains, come from economically more advantaged
families, are racially less diverse, and spend more class time on the
subject of science. Thus, the comparison allows us to assess the
efficacy of the basic teaching intervention in different learning
environments.
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Method

Participants

Participants were fourth-grade students matriculating in public
schools in Fayette County, Kentucky. A total of 36 classrooms
from 12 schools participated in the study. Half of the classes were
from five schools that in the preceding school year had achieved
the highest average scores in the district on the science section of
the state-mandated Kentucky Core Content Test (KCCT). The
other half of the classes were from seven of the eight schools with
the lowest average scores in the district on the same test.1 A total
of 797 students completed participation on at least one of the first
3 days of the procedure; 420 students attended higher achieving
schools, and 377 attended lower achieving schools.

Not surprisingly, the higher and lower achieving schools dif-
fered in many ways besides their scores on the science section of
the KCCT. Some of those differences are illustrated in Table 1,
which shows that the schools differed in achievement in other
domains, in diversity and the proportion of students on free or
reduced lunch, and in enrollments. The schools also tended to
differ in their support of science education, with the higher achiev-
ing schools generally devoting more instruction time to science
than the lower achieving schools. In short, the comparison of
higher versus lower achieving schools should be understood as a
comparison of learning environments that are distinct with respect
to the challenges they present for teaching science.

Design

Classes were drawn from schools at two levels of achievement
(high vs. low) on the KCCT in science and were randomly as-
signed to one of three instructional conditions (instruct, manipu-
late, both). Steps were taken to balance possible influences of
teacher assignment and school on instructional condition. Within
any school that had three fourth-grade classrooms, the three class-
rooms were treated as members of the same triplet. Because not all
schools had exactly three classrooms, triplets sometimes had to be
formed from classrooms from two different schools. When that
was necessary, classrooms with similar characteristics were as-
signed to the same triplet. Sets of classrooms that were members
of the same triplet were all taught by the same instructor and
received the same assignment of materials to test position. The
classrooms in a triplet were assigned at random to instructional
conditions. Thus, each triplet constituted a replication of the basic
experimental design at a given level of school achievement.

Data for the main measures in the experiment were collected
from individual students. However, students worked in small
groups when experimenting, nesting those students within groups.
All students and groups were, in turn, nested in classrooms, and
classrooms were nested within triplets/replications at two achieve-
ment levels.

Materials

Materials for the experiment included sets of ramps and balls as
well as two assessment instruments adapted from Chen and Klahr
(1999).

Ramps. Ramps similar to those used by Chen and Klahr
(1999) were constructed to be used by the students for experi-
ments. Balls were rolled down a down ramp onto an up ramp
containing a set of numbered steps to stop the balls and to provide
a metric for the distance the balls rolled. Experiments using the
ramps could vary with respect to four binary factors. A ramp could
be set at one of two levels of steepness by manipulating the
orientation of a support block. The surface of the down ramp could
be rough or smooth, depending on which side of a carpet insert was
placed face up in the ramp. Two alternative starting points were
marked on the down ramp for rolling the ball. In addition, either a
new yellow ball or an old white ball could be rolled during a trial.

Assessments. Two instruments were created to assess stu-
dents’ understanding of CVS. The assessment instruments were
very similar to those used by Toth et al. (2000). The first was a
paper-and-pencil comparison test of students’ ability to evaluate
the validity of experimental comparisons. The test was composed
of five items from each of three domains (e.g., baking cookies,
exercise, growing plants). Each domain was introduced with a
page that described a question of interest (e.g., how different ways
of baking might affect the taste of a cookie) and introduced three
variables to be investigated (i.e., whether the cookies were baked
for 5 or 10 min, whether they were sweetened with sugar or honey,
and whether they used one or three eggs). The subsequent five
pages in a domain each presented a comparison of two experimen-
tal conditions that could vary on any combination of three vari-
ables. For example, each of the five items in the baking cookies
domain depicted a comparison of two ways in which a batch of
cookies might be baked. A comparison was depicted with pictures
of the values of the three variables and labels for those values. For
each item, the required response was to circle whether the com-
parison was a good (i.e., valid) or bad (i.e., invalid) test of the
effects of a specific variable.

Within each domain, two of the comparisons were valid (40%);
the three invalid comparisons (60%) were composed of one doubly
confounded comparison (the two pictures had different values on
all three variables), one singly confounded comparison (the two
pictures had different values on two variables), and one noncon-
trastive comparison (the two pictures differed on only one variable,
but it was not the variable being tested). Because each student was
tested at three different times, three versions of the comparison test
were created, all with the same structure but composed of different
domains. The assignment of test versions was counterbalanced
across the three testing times. In addition, for each test, we created
three different orderings of the last four comparisons within each
domain. This was to discourage students from copying from one
another during the group administration of the test.

The second instrument consisted of three booklets to record
students’ work designing and running experiments using the
ramps. The pretest booklet, used in the manipulate and both
conditions, had a cover page to record the student’s name and the

1 The lowest scoring school in the district was excluded from the
experiment. We did include one class from the school in the initial 3 days
of testing, but student behavior problems precluded successful administra-
tion of the procedure. The disruptions were likely due to the fact that the
regular classroom teacher was absent all 3 days, and there was a different
substitute teacher on each day.
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classroom teacher, followed by four pages with the same basic
layout. At the top of the page was a question identifying the focal
variable that students were to test. Below the question was a table
that students were to use to plan their experimental design. The
table listed the four variables and provided students with a choice
of two values for each variable for each of their two ramps. Below
the planning table was a second table to record how far the ball
rolled on each of three trials for both ramps. Finally, students were
asked to identify on which ramp the ball usually rolled further, to
make a conclusion about whether the focal variable had an effect,
and to judge their confidence in the conclusion. The booklet had
pages for two tests of both length of run and type of surface.
Paralleling the pretest booklet was a posttest booklet with the
identical format, also used in the manipulate and both conditions.
The only difference between the two tests was the selection of
focal variables. All four focal variables were represented once in
the posttest (i.e., steepness, type of ball, length of run, surface).

Finally, a third booklet was constructed for the manipulate
condition only. Each page of this booklet was identical to the
pretest and posttest except for two changes. First, no focal variable
was identified at the top of the page; instead, a space was provided
for students to indicate the goal of their experiment. Second,
Question 5 (requesting a conclusion with respect to the effect of
the focal variable) was replaced with a question asking students to
respond to the open-ended question: “What did you decide from
your experiment?”

Procedure

Classrooms were visited four times throughout the school year.
Visits were scheduled on three consecutive days during the fall
semester. On Day 1, any pretests were administered. On Day 2,
depending upon condition, the instructional intervention was con-
ducted, and ramps experiments were conducted by groups of
students. On Day 3, students were given the comparison test. The
fourth visit in the latter half of the spring semester was to admin-
ister another comparison test. All instruction and testing were
administered to the class as a group.

The same two female graduate assistants did all of the instruc-
tion in all of the conditions. A given instructor did all the teaching

to classes assigned to the same triplet, so each instructor taught
each of the three instructional conditions the same number of
times. One instructor taught eight triplets of 24 classes; the other
instructor taught the remaining four triplets of 12 classes. In
addition to the instructor, each classroom had one or two helpers
to distribute/pick up materials and to help answer students’ pro-
cedural questions when they conducted experiments.

Both condition. The both condition incorporated almost all of
the components of the instruct and manipulate conditions, so it is
described in detail.

Day 1. The 12 classrooms assigned to the both condition
received two pretests on Day 1 of the procedure. The first was the
comparison pretest. The instructor always read the first two pages
of each item domain and then let students do the last four items in
the domain on their own. The test took about 20 min to complete.
Performance was scored for the total number of correctly answered
questions (maximum ! 15).

Following the comparison pretest, the students were assembled
into groups of three to five. Each group was assigned a set of
ramps, and one ramps pretest booklet was given to each group. A
pair of ramps was used to identify the four variables and to
illustrate how to manipulate each one. The instructor then gave an
overview of the steps that each group was to follow in planning and
conducting experiments. To aid in explaining the procedure, the
instructor used an overhead projector to display a transparency of the
first page of the ramps pretest. She showed the students how to record
their experimental design in the planning table and how to record the
results of the experiment on the second table on the page. Once the
students appeared to understand the procedure, they began working
on the first experiment to test the length of run variable.

Each group discussed how to set up their ramps to test the length
of run variable. When they had recorded their plan, the instructor
or a helper checked that the group had recorded a value for each
variable and then gave them permission to conduct the experiment.
No feedback was given regarding the validity of the plan. The
students ran three trials, recording the distance the ball rolled on
each ramp on each trial. When the experiment was complete, the
group answered the questions about conclusions from the experi-
ment.

Table 1
Characteristics of Participating Schools Based on Available Data in the 2005–2006 Academic Year

School KCCT sciencea KCCT matha KCCT Englisha
Free or reduced

lunch (%)
Caucasian

students (%)
Total

enrollment

High #1 117.6 120.9 107.1 8 81 691
High #2 112.6 123.1 112.0 11 87 273
High #3 105.0 108.8 101.8 12 76 526
High #4 104.4 98.9 98.8 29 72 581
High #5 100.1 116.5 107.7 2 87 717
Low #1 76.7 72.6 75.8 87 53 392
Low #2 76.0 52.2 61.0 90 28 262
Low #3 75.4 79.8 75.9 45 60 666
Low #4 72.1 57.5 68.0 63 41 416
Low #5 66.7 66.2 70.4 89 29 546
Low #6 65.7 67.0 61.9 87 42 284
Low #7 63.8 90.5 73.1 93 23 230

Note. KCCT ! Kentucky Core Content Test; High ! higher achieving schools; Low ! lower achieving schools.
a Proficiency on each KCCT is a score of 100; maximum score is 140.
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When a group finished the first experiment, they designed and
executed an experiment to test the surface variable. Following that,
they did another experiment to test length of run, then a final
experiment to test surface. Including instruction, the ramps pretest
phase required between 30 and 45 min to complete. The entire
procedure on Day 1 required from 50 min to 75 min to complete.
Some classrooms had the flexibility to continue for 75 min, if
necessary; in other classrooms, no more than 50 min could be
allotted. Because of variability across classes in both the time
available and the efficiency with which groups worked, not all
groups completed all four pretests. However, the majority of
groups (68%) did complete all pretests. There was no difference
between the manipulate (M ! 3.44) and both (M ! 3.55) condi-
tions in the number of pretests completed, although there was a
tendency for students from the lower achieving schools to com-
plete more pretests (M ! 3.77) than students from higher achiev-
ing schools (M ! 3.28), t(22) ! #1.938, SE ! 200, p ! .064. In
each of the four combinations of instruction and achievement
level, the median number of pretests completed was 4. Thus, all
students had extensive opportunity to conduct experiments.

Day 2. The procedure on Day 2 required approximately 50
min and consisted of two parts. First, the instructor conducted a
lesson on the CVS. The lesson began by the instructor introducing
a proposal for a ramps experiment to test whether the variable of
steepness had an effect on how far the ball rolled. The proposed
comparison of ramps was completely confounded (i.e., differed on
all four variables). The students were asked to evaluate whether the
experiment was a good test of steepness and to explain why or why
not. The instructor then asked the class to compare the two ramps
on each of the four variables. When they determined that the ramps
differed on every possible variable, the instructor then asked them
when the ball rolled further on one of the ramps, what might be the
cause? This discussion culminated in the point that any of the four
differences might cause a difference, so they could not tell from
the results of the experiment whether steepness had an effect on
how far the ball rolled. In turn, that meant that if the students
wanted to determine for certain whether steepness had an effect,
they must allow the ramps to differ only in steepness. The instruc-
tor then had the students tell her how the ramps should be set up
to test steepness, and she concluded the exercise by stating the
properties of a good test of steepness.

Following the first example, the instructor repeated the same
sequence of instruction with a new experimental example. The
second example was also an invalid experiment, although there
was only a single confound in the design. After the second exam-
ple, the instructor explicitly stated the CVS. The lesson took 15–20
min. Instruction was videotaped for later evaluation of the integrity
of the delivery of the teaching protocol.

After the lesson, students assembled in their groups from the
previous day and again did experiments with the ramps. The proce-
dure was identical to that on Day 1. The focal variables in the four
experiments were tested in the following order: steepness, type of
ball, length of run, and surface. Most groups completed all four
tests (72%), and no group completed fewer than three tests. There
were no differences in the number of completed tests as a function
of instructional condition or achievement level (mean number of
experiments completed ranged from 3.63 to 3.86).

Day 3. The procedure on Day 3 consisted solely of ad-
ministration of the comparison test. The test was identical in

format to the corresponding test on Day 1, but the domains tested
were different. It took approximately 20 min to administer the test.

Day 4. The Day 4 procedure was identical to that of Day 3.
Instruct condition. The procedure for the instruct condition

was identical to that of the both condition, except that the students
in the instruct condition never conducted experiments using the
ramps. This difference in procedure led to the following specific
changes relative to the both condition. On Day 1, there was no
instruction in conducting ramps experiments and no group exper-
iments using the ramps. On Day 2, the class first received an
introduction to the ramps and the ways in which they could be
manipulated, which had been covered on Day 1 in the both
condition. Then the class received the identical lesson in the CVS
that the both condition received, including the demonstrations and
discussions of confounded and unconfounded experiments.
Classes in the instruct condition did not do ramps experiments
following the CVS lesson on Day 2. Thus, the procedure in the
instruct condition was shorter on Day 1 (approximately 25 min)
and Day 2 (approximately 30 min) than in the both condition. The
procedure on Days 3 and 4 was identical to that described for the
both condition.

Manipulate condition. The procedure of the manipulate con-
dition was identical to the both condition, with one exception. On
Day 2, classes in the manipulate condition did not receive the CVS
lesson. In its place, the students were reassembled into their groups
and were told to do whatever experiments they wished to try to
learn how the four variables affected how far the balls rolled. The
groups conducted their experiments for approximately 15–20 min
(i.e., the duration of the CVS lesson in the other two conditions),
recording what they did for each experiment. Following the period
of open-ended investigation of the ramps, the students were then
given the same ramps posttest to perform as students in the both
condition.

Results

The videotapes of instruction in the both and instruct conditions
were coded with respect to the 21 key components of the teaching
protocol. Coding was done by three assistants who were unaware
of the condition they were coding. A random sample of eight
videotapes was independently scored by two raters. Of the 168
judgments, there were only three disagreements (98.2% agree-
ment). With respect to the integrity of the treatment, there were 12
omissions from the teaching protocol across 460 opportunities
(2.6%). In these few instances, the relevant information typically
was communicated implicitly by the instructor. In short, treatment
integrity was very good.

Comparison Tests

The primary measures of performance were the scores of the
individual participants on the three comparison tests (pretest, im-
mediate posttest, delayed posttest) of a student’s ability to distin-
guish valid and invalid experimental comparisons. Each test was
scored for the total number of correct responses on the basis of 15
items. Of the 797 students who participated in at least one of the
first 3 days of the procedure, the data of 75 students (17.86%) from
higher achieving schools and six students (1.59%) from lower
achieving schools were excluded from all analyses because they
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demonstrated on the pretest that they already knew the CVS. We
adopted Chen and Klahr’s (1999) benchmark of 13 or more correct
responses ("85%) as our criterion for exclusion on the basis of
pretest score. The analyses reported below are based on the data of
371 students from lower achieving schools and 345 students from
higher achieving schools.

Analytical strategy. Because of their nested structure, we
analyzed the data using multilevel modeling procedures (Rauden-
bush & Bryk, 2002); the software used was HLM 6.04 (Rauden-
bush, Bryk, Cheong, Congdon, & du Toit, 2004). The data had five
levels of structure: repeated measures on each student, students,
work groups, classrooms, and replications (roughly equivalent to
schools). However, the data were analyzed with a three-level
model that ignored work groups and replications. The group level
was ignored because preliminary analyses showed no significant
random variability at the group level. There was significant vari-
ability at the replications level of the model; however, with only
six replications at each level of achievement, there was insufficient
power to test possible interactions of achievement level with
instructional condition. Therefore, achievement was coded at the
classroom level.

The first level of the model consisted of the repeated measures
on each student. The three tests were coded by two dummy
variables: The prepost variable was coded 1 for the pretest and 0
for the other two tests; the postdelay variable was coded 1 for the
delayed test and 0 for the other two tests. Note that the coding of
these two variables establishes the immediate posttest as the com-
mon point of comparison for the pretest and delayed posttest,
respectively.

There were no variables coded at the second, subject level of the
model. However, this level was needed to partition the variability
into within- and between-subjects variability.

The third level of the model was classrooms. The three instruc-
tional conditions were dummy coded at this level: The variable of
manip was coded 1 for the manipulate condition and 0 for the other
two conditions; the variable of both was coded 1 for the both
condition and 0 for the other two conditions. This coding scheme
makes the instruct condition the common point of comparison for
the manipulate and both conditions, respectively. Finally, school
achievement was coded at the classroom level (0 for lower achiev-
ing, 1 for higher achieving).

Number of correct responses. Table 2 summarizes the anal-
ysis of the data (Singer & Willett, 2003), and Figure 1 graphs the
mean number correct (maximum ! 15; chance ! 7.5) as a func-
tion of test and condition. All reported tests are significant beyond
the .05 level unless noted otherwise (Cohen, 1990).

Averaging across instructional conditions and school achieve-
ment (see Model 2 in Table 2), the mean number correct on the
pretest was 7.495, which did not differ from chance performance
of 7.5, t(35) $ 1, ns. The slope value for the prepost variable was
significant, t(35) ! #8.811. The negative value of the slope means
that performance was better by 2.088 points on the immediate
posttest (coded 0) than on the pretest (coded 1). The negligible
drop of .006 points from the immediate to the delayed posttest was
not significant, t(35) $ 1.

Because there were no indications of any differences between
the immediate and delayed posttests and no significant residual
variance associated with the postdelay variable (see Model 3 in
Table 2), postdelay was dropped from the model. Looking at the
results for prepost for the final model (see Model 4 in Table 2), it
can be seen that the improvement in performance from the pretest
to the combined posttests was affected by both the type of instruc-
tion and achievement level. There was less learning in the manip-
ulate condition than in the instruct condition, t(32) ! 2.285, and

Table 2
Parameter Fits (and Standard Errors) of Successive Models for the Comparison Tests

Model type Variable Parameter Model 1 Model 2 Model 3 Model 4

Fixed effects
Initial status Intercept %000 8.874!! (0.185) 9.583!! (0.262) 8.671!! (0.260) 8.644!! (0.227)

Manip %001 #1.303!! (0.319) #1.136!! (0.318)
Both %002 1.049!! (0.325) 0.949!! (0.315)
Achieve %003 1.988!! (0.253) 1.985!! (0.247)

Rate of change
Prepost Intercept %100 #2.088!! (0.237) #1.310!! (0.244) #1.306!! (0.347)

Manip %101 1.022!! (0.320) 0.874! (0.383)
Both %102 #1.007! (0.369) #0.882! (0.425)
Achieve %103 #1.562!! (0.286) #1.552!! (0.315)

Postdelay Intercept %200 #0.006 (0.151) #0.060 (0.394)
Manip %201 0.340 (0.410)
Both %202 #0.199 (0.341)
Achieve %203 0.014 (0.283)

Variances
Level 1 Within-Ss &e

2 7.421 5.347 5.344 5.541
Level 2 Intercept &0

2 1.890!! 2.547!! 2.537!! 2.539!!

Level 3 Intercept &0
2 0.991!! 2.008!! 0.140! 0.244!!

Prepost &1
2 1.446!! 0.221! 0.433!!

Postdelay &2
2 0.187 0.200

Deviation 9,941.091 9,549.519 9,492.562 9,502.063
df 4 11 20 13

Note. These models predict number of correct responses on the comparison tests. All variables are dummy coded, as explained in the text.
! p $ .05. !! p $ .01.
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less learning in the instruct condition than in the both condition,
t(32) ! #2.082. In addition, learning was greater in the higher
achieving schools than in the lower achieving schools, t(32) !
#4.935. These effects on amount of learning were reflected in the
mean performance levels on the posttests. Performance was lower
in the manipulate condition than in the instruct condition, t(32) !
#3.578, which, in turn, was lower than performance in the both
condition, t(32) ! 3.007. Finally, students from higher achieving
schools outperformed students from lower achieving schools,
t(32) ! 8.033. Using Model 2 as a baseline, the instructional
manipulation and school achievement accounted for 84.6% of the
variance at the classroom level of Model 4.

Figure 1 shows the same ordering of means across instructional
conditions for students from higher and lower achieving schools,
but students from higher achieving schools appear to benefit more
from the opportunity to conduct experiments with the ramps. In
fact, when the interaction of achievement with instruction was
tested against subject variability, the effect approached signifi-
cance, F(2, 671) ! 2.850, p ! .059. Further, separate analyses of
the data for the two levels of school achievement showed that
experience doing experiments consistently improved the overall
performance of students from higher achieving schools: Perfor-
mance was above chance in the manipulate condition, t(15) !
3.772, and performance was higher in the both condition than in
the instruct condition, t(15) ! 2.982. In contrast, students from
lower achieving schools did not show reliable benefits from doing
experiments: Performance did not differ from chance for the
manipulate condition, t(15) $ 1, and performance did not differ
reliably in the instruct and both conditions, t(15) ! 1.701, p !
.089.

If it really is the case that students from higher achieving
schools benefit from experimentation, whereas students from
lower achieving schools do not, that finding would have important
theoretical and practical implications. However, two observations
argue against interpreting the results as showing that the two
student populations are affected in qualitatively different ways by
the instructional manipulations. First, the ordering of means across
tests and instructional conditions is identical for the higher and

lower achieving schools (see Figure 1). Second, additional analy-
ses were conducted on the comparison posttests, breaking down
performance by item type; items illustrated valid experimental
comparisons, confounded comparisons, or comparisons that con-
trasted a variable other than the focal variable (i.e., noncontras-
tive). These analyses show clear and similar differences between
the instruct and both conditions for both student populations.

Percentage correct on each of the three types of items was
analyzed as a function of achievement and instruction; achieve-
ment and instruction were coded as in previous analyses. The
relevant data are summarized in Figure 2. As already established,
students from higher achieving schools performed better than
students from lower achieving schools. The new finding is that
instructional condition interacted with the type of item. As shown
in Figure 2, the instruct and manipulate conditions differed only
with respect to performance on items depicting confounded com-
parisons, t(32) ! #6.534. The instruct and both conditions per-
formed similarly on confounded comparisons, but performance on
both valid and noncontrastive comparisons was better in the both
condition, t(32) ! 2.559 and t(32) ! 3.542, respectively. To
describe this pattern of results in another way, the explicit instruc-
tion of the instruct and both conditions produced much better
performance on the confounded comparisons than the manipulate
condition. Further, combining the opportunity to perform experi-
ments with explicit instruction (i.e., both condition) produced
better performance on valid and noncontrastive comparisons than
explicit instruction alone (i.e., instruct condition). The pattern of
interaction of instruction with item type did not differ for higher
and lower achieving schools (smallest p " .2).

To summarize, students from higher achieving schools benefit
more than students from lower achieving schools from all three
types of instruction. However, the pattern of effects of the instruc-
tional manipulation is the same for both participant populations.

Expert levels of performance. Mastery of the CVS means
that a student (a) knows to focus on the variable to be tested, (b)
knows that different values of the focal variable must be compared,
and (c) knows that the values of all other variables must be held
constant. Are students acquiring the entire strategy or just a partial
understanding? To address this question, we categorized students
as either being “experts” or not with respect to CVS. Consistent
with our criterion for exclusion on the basis of the pretest, we
defined expert performance as !13 correct on the posttest (Chen

Figure 1. Mean number correct on the three comparison tests as a
function of instructional condition and school achievement.

Figure 2. Mean percentage correct for three types of comparisons pre-
sented as a function of instructional condition.
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& Klahr, 1999). Table 3 displays the proportions of students
categorized as experts on the immediate and delayed posttests as a
function of school achievement and instructional condition. The
pattern of results for this measure mirrors the findings already
reported for the comparison test scores computed across all stu-
dents (see Figure 1). In fact, the pattern of significant effects for
the proportion scores in Table 3 is identical to the effects reported
in the preceding section for the mean number of correct responses.

These results raise the question of whether students who fall
short of mastery levels are gaining even a partial understanding of
CVS. To answer this question, we excluded the data of those
students who attained mastery and analyzed the data of the re-
maining “nonexpert” students. Separate analyses were conducted
on the data from the two achievement levels. For students from
lower achieving schools, learning occurred but it was unimpres-
sive. The number of correct responses on the comparison test
increased by just 0.64 points from the pretest to the combined
posttests, t(835) ! #4.072. There were no effects of instructional
condition on the amount of learning (all ps ! .407). For students
from higher achieving schools, the mean improvement from the
pretest to the immediate posttest was 1.28 points—twice that of
students from the lower achieving schools, t(586) ! #5.689.
Further, these students improved by an additional 0.78 points from
the immediate posttest to the delayed posttest, t(586) ! 3.371.
However, like students from the lower achieving schools, there
was no effect of instructional condition on the amount of learning
observed (all ps ! .387).

Integrating the results of the analyses of the experts with the
analyses of learning by students who did not achieve expert status,
the overall mean differences between the instructional conditions
on the comparison tests are primarily due to differences in the
proportions of students who mastered the CVS. This conclusion is
based on the findings that the instructional manipulation had large
effects on the proportions of students who attained expert levels of
performance, but it had no reliable effects on the comparison test
performances of the students who fell short of expert status.

Ramps Tests

In addition to individual scores on the comparison tests, students
in the manipulate and both conditions worked in small groups to
construct experiments with the ramps. As already noted, for rea-
sons beyond their control, not all groups attempted all four ramps
experiments (32.2% attempted fewer than four). Consequently, the
dependent variable chosen for the analyses of the ramps data was
the proportion of completed experiments that were valid experi-
ments. Of the 159 groups conducting ramps experiments, 15
performed perfectly on the pretest, so their data were omitted from

the analyses. In addition, the data for the ramps posttest were lost
for one class (i.e., 7 groups). Thus, the final data set was composed
of the data for 137 groups. We analyzed these data using a
hierarchical linear model in which groups were nested within
classes, and we coded achievement level and instructional condi-
tion at the classroom level. The coding of both factors was the
same as in previous analyses.

Table 4 shows that the results for the group experiments are
generally consistent with the findings for individual students on
the comparison tests. First, there was no significant learning for
groups from lower achieving schools in the manipulate condition,
t(21) $ 1. In contrast, groups from higher achieving schools did
improve from pretest to posttest in the manipulate condition,
t(21) ! 3.550. Second, there was more learning overall in the both
condition than in the manipulate condition, t(21) ! 6.848. Finally,
for each experimental design generated by a group, we observed
whether the group (a) manipulated the focal variable and (b)
controlled the nonfocal variables. Students in both conditions were
more likely to manipulate the focal variable than to control the
nonfocal variables, but the difference in performance on these two
aspects of the design was greater in the manipulate condition (M !
80.94% on focal variable vs. M ! 55.56% on nonfocal variables)
than in the both condition (M ! 92.11% and M ! 85.85%,
respectively), F(144) ! 10.14.

Discussion

Contributions of Explicit Instruction and
Experimentation to Learning CVS

Students from higher achieving schools benefited more from
every instructional condition than students from lower achieving
schools, but the pattern of effects of instruction was very similar
for the two populations of schools. The ordering of condition
means with respect to overall performance on the comparison tests
was identical. Likewise, the effect of instructional condition on the
evaluation of valid, confounded, and noncontrastive comparisons
was the same. Finally, comparison of the effects of the manipulate
and both conditions on groups’ designs of ramps experiments
showed the same pattern for both school populations.

For students from both higher and lower achieving schools,
learning was greater in the both condition than in the manipulate
condition. This replicates findings of several previous studies
(Chen & Klahr, 1999; Klahr & Nigam, 2004; Strand-Cary &
Klahr, 2008; Zohar & David, 2008; Zohar & Peled, 2008) and
demonstrates that combining explicit instruction with experimen-
tation is much more effective than experimentation alone. How-

Table 3
Proportion of Students Scoring 13 or More Correct on the Comparison Posttests (Standard Errors in Parentheses)

Posttest

Lower achieving Higher achieving

Manipulate Instruct Both Manipulate Instruct Both

Immediate .030 (.017) .124 (.030) .229 (.040) .186 (.039) .316 (.047) .546 (.048)
Delayed .058 (.025) .127 (.032) .227 (.043) .250 (.044) .359 (.050) .477 (.049)

M .044 .126 .228 .218 .338 .511
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ever, our primary theoretical goal was to separate the contributions
of explicit instruction and opportunities for experimentation to
learning the CVS. Comparison of performance in the instruct
condition with performance in the manipulate and both conditions
demonstrates that explicit instruction and experimentation make
distinguishable contributions to students’ understanding of CVS.

Consistent with previous findings (Dean & Kuhn, 2007; Kuhn &
Angelev, 1976; Kuhn et al., 1992; Schauble et al., 1991), there was
unimpressive, but measurable, learning by students when they
performed experiments of their own design with no explicit in-
struction and no feedback about the validity of their designs.
Further, students who received both treatments outperformed those
who only received explicit instruction. Most informative, however,
is the pattern of performance on the valid, confounded, and non-
contrastive items of the comparison tests. Figure 2 illustrates that
explicit instruction selectively facilitated students’ understanding
of the need to control irrelevant variables. This is supported by the
finding that in the two conditions involving explicit instruction
(instruct and both) performance is much better on the confounded
items than in the condition omitting such instruction (manipulate).
Figure 2 also shows that compared with explicit instruction alone
(instruct), combining experimentation and explicit instruction
(both) results in selective improvement on the two item types that
require attention to the focal variable (i.e., valid and noncontrastive
items). This result suggests that conducting experiments serves to
sharpen students’ focus on the relevant variable and the need to
manipulate it. This conclusion is consistent with findings from
Kuhn’s laboratory that students show better understanding of CVS
if the experimenter designates a single variable to be tested in an
experiment than if students are required to determine the goal of an
experiment (Kuhn et al., 2000; Kuhn & Dean, 2005).

Our findings document distinct effects of the two types of
instruction as implemented in our procedure. The effects we found
for explicit instruction are generally consistent with Zohar and
David’s (2008) suggestion that such instruction provides students
with an abstract understanding of CVS. It is particularly useful in
helping students understand the necessity to control irrelevant
variables (Chen & Klahr, 1999). The experience of conducting
experiments helps consolidate understanding by providing con-
crete referents and an opportunity to actively implement the strat-
egy (Glenberg et al., 2004; Glenberg & Kaschak, 2002; Glenberg
& Levin, 2006). In particular, the hands-on experimentation seems
to have caused the students to pay closer attention to the focal
variable.

We conclude this section by acknowledging another possible
account of the difference between the both and instruct conditions;
namely, students in the both condition spent more time engaged in
CVS-relevant activity than students in the instruct condition. We
can rule out a simple version of the hypothesis that time engaged
in relevant activity accounts for performance in our task. By that
hypothesis, performance should have ordered as follows: both !
manipulate " instruct. In fact, performance in the both and instruct
conditions was better than performance in the manipulate condi-
tion. The confound also fails to explain why the both and instruct
conditions produced different patterns of performance on the three
item-types on the comparison posttests. The important point here
is that what matters for learning is not time per se but how the time
is used (Mayer, 2004; Rittle-Johnson, 2006). If we had added
another CVS-relevant activity to the instruct condition to equate
time, perhaps learning would have been equivalent to, or better
than, the both condition. Such a result would be important as a
demonstration that time spent conducting experiments is not nec-
essarily the best use of instructional time. However, our question
was not whether combining experimentation with teacher-led in-
struction was the most effective teaching intervention possible;
rather, our question was simply whether combining experimenta-
tion with teacher-led instruction was more effective than explicit
instruction alone.

Scaling Up the Teaching Intervention for the
Classroom

An important motivation for the study was to examine how well
Chen and Klahr’s (1999) teaching intervention translates to the
classroom. We distinguish three questions about how well the
intervention scales up. First, is the intervention effective at pro-
ducing immediate gains with respect to understanding CVS? Sec-
ond, are the learning gains durable? Third, how does the interven-
tion fare in different learning environments?

First, instruction in the both condition is relatively effective in
promoting learning of CVS; averaging over the two school envi-
ronments, performance rose from chance (50%) at pretest to 71.4%
at the immediate posttest. The 80.5% level of performance by
students in the higher achieving schools is very similar to perfor-
mances observed by Chen and Klahr (1999) and Toth et al. (2000)
with students of presumably similar abilities and educational ad-
vantages. For both the higher and lower achieving schools, most of
the overall improvement in performance is attributable to the
students who moved from chance performance on the pretest to
mastery of CVS on the immediate posttest. In the lower achieving
schools, 23% of the students achieved mastery; in the higher
achieving schools, 55% achieved mastery.

Second, once learned, students maintained their understanding
of CVS throughout the school year. The levels of performance on
the delayed tests were strikingly similar to those on the immediate
posttests, despite the fact that the delayed tests were conducted
4–5 months after instruction (Chen & Klahr, 1999; Klahr &
Nigam, 2004; Strand-Cary & Klahr, 2008; Toth et al., 2000;
Triona & Klahr, 2003). In short, children who achieved immediate
mastery of CVS maintained their understanding.

With respect to the third question, students from lower achiev-
ing schools benefited less than students from higher achieving
schools from all three forms of instruction. What accounts for the

Table 4
Mean Proportion (and Standard Error) of Valid Ramps
Experiments as a Function of Instructional Condition and
School Achievement

Condition Lower achieving Higher achieving

Manipulate
Pretest .072 (.022) .169 (.052)
Posttest .130 (.036) .419 (.067)

Difference .058 .250
Both

Pretest .067 (.027) .367 (.062)
Posttest .512 (.075) .880 (.037)

Difference .445 .513
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substantial differences in overall learning by the two populations
of students?

One difference between our two school populations is that
higher achieving schools generally devoted more instructional
time and resources to science. In contrast, a greater proportion of
instructional time in the lower achieving schools was devoted to
reading and math. As a result, students in higher achieving schools
were probably better prepared for instruction in CVS and better
equipped to handle the relatively unstructured learning environ-
ment represented by group experimentation with the ramps
(Kirschner et al., 2006). This difference in preparation was evident
in the difference in the numbers of students who demonstrated
mastery of CVS on the comparison pretest: 75 of 420 students
(17.9%) in the higher achieving schools compared with only six of
383 (1.6%) students from lower achieving schools. In addition, we
conducted a post hoc analysis of the comparison pretest scores for
the students who fell short of mastery, breaking down performance
for the three types of items on the test. This analysis demonstrated
different patterns for our two school populations. Students from
higher achieving schools had a much higher percentage correct on
pretest items depicting valid (67.28%) and noncontrastive
(54.17%) comparisons than confounded comparisons (35.43%).
This pattern indicates that at least some students were aware before
the start of instruction that one of the variables is the focus of the
comparison and that its values must differ. In contrast, students
from the lower achieving schools showed a different pattern of
results on the comparison pretest. They also scored best on valid
comparisons (59.47%), but they performed much more poorly on
both confounded (40.14%) and noncontrastive (44.04%) compar-
isons. This pattern suggests that students from lower achieving
schools entered instruction with a general bias to judge a compar-
ison as “good”; there is little indication of awareness of the focal
variable. In short, students in the higher achieving schools had a
more advanced understanding of what constituted a valid experi-
mental comparison before they began our study.

In addition to different levels of background knowledge in
science, students from the two school populations probably dif-
fered in other important ways. Our observations of science fair
projects in lower and higher achieving schools suggested different
levels of support of science education by the families of students
in the two school populations. The students in the two populations
of schools may have also differed in their confidence and motiva-
tion to achieve in the domain of science. Surely there are other
differences. Some of these potential contributing factors are not
ones that can be addressed in a brief teaching intervention, but
others might be surmounted by changes in the intervention. Our
future research goals concentrate on ways the basic intervention
might be modified to achieve better results in lower achieving
schools. In particular, we are interested in whether these students
might benefit from modifications that lead to greater engagement
in the topic. One method that might be effective is to have students
conduct experiments individually rather than in groups, perhaps
stimulating students to take greater ownership of the experiments.
Another possibility is to modify the teaching protocol so that each
student must respond to the instructor’s questions about the ex-
perimental examples (e.g., by holding up a sign).

We conclude by acknowledging some important limits on the
generalizability of our findings and conclusions. There is a big
difference between designing an experiment in our procedure and

designing an experiment for a fourth-grade science fair. Students
in our procedure did not select the domain or the question for
investigation, and the domain was much more highly structured in
our procedure than in the science fair example. We specified the
focal variable for students, and there is evidence that simple act in
itself helps students to create valid experiments (Kuhn et al., 2000;
Kuhn & Dean, 2005). In contrast, designing an experiment from
scratch requires students to understand that they should focus on
one factor at a time and choose a variable for manipulation that is
appropriate to the question under investigation. We also specified
all of the variables in the domain and their values. In addition,
we limited the number of variables and restricted them all to have
binary values. In a realistic experiment, there are many more
variables, often with multiple or continuous values. All of these
considerations acknowledge that there are substantial challenges to
creating valid experiments that are not addressed in our procedure.
A child who demonstrates perfect understanding in CVS may then
create a science fair project that is confounded. Therefore, impor-
tant questions for future investigations concern identifying com-
ponents of instruction that help children to transfer basic under-
standing to complex situations. However, a child who learns CVS
in the constrained environment we and many others have studied
(e.g., Chen & Klahr, 1999; Kuhn et al., 2000; Zohar & David,
2008) has taken a significant step toward understanding the com-
plexities of designing and interpreting experiments under less
constrained circumstances (Klahr & Nigam, 2004).
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